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1 Introduction

We will soon live in the intelligence age. What you do with that information will determine
your place in history.

The imminent arrival of AGI has pushed many to try to seize the levers of power as quickly
as possible, leaping towards projects that, if successful, would comprehensively automate all
work. There is a trillion-dollar arms race to see who can achieve such a capability first, with
trillions more in gains to be won.

Yes, that means you’ll lose your job. But it goes beyond that: this will remove the need for
regular people in our economy. Powerful actors—like states and companies—no longer have
an incentive to care about regular people. We call this the intelligence curse.

If we do nothing, the intelligence curse will work like this:

https://ia.samaltman.com/
https://danfaggella.com/flex/
https://danfaggella.com/flex/
https://am.jpmorgan.com/gb/en/asset-management/per/insights/market-insights/investment-outlook/ai-investment/#:~:text=According%20to%20data,Exhibit%2014).
https://www.mechanize.work/#:~:text=The%20market%20potential%20here%20is%20absurdly%20large%3A%20workers%20in%20the%20US%20are%20paid%20around%20%2418%20trillion%20per%20year%20in%20aggregate.%20For%20the%20entire%20world%2C%20the%20number%20is%20over%20three%20times%20greater%2C%20around%20%2460%20trillion%20per%20year.


1. Introduction 2

• Powerful AI will push automation through existing organizations, starting from the bot-
tom andmoving to the top.

• AI will obsolete even outlier human talent. Social mobility will stop, ending the social
dynamism and progress that it drives.

• Non-human factors of production, like capital, resources, and control over AI, will be-
come overwhelmingly more important than humans.

• This will usher in incentives for powerful actors around the world that break themodern
social contract.

• This could result in the gradual—or sudden—disempowerment of the vastmajority of hu-
manity.

But this prophecy is not yet fulfilled; we reject the view that this path is inevitable. We see a
different future on the horizon, but it will require a deliberate and concerted effort to achieve
it.

We aim to change the incentives driving the intelligence curse, maintaining human economic
relevance and strengthening our democratic institutions to withstand what will likely be the
greatest societal disruption in history.

To break the intelligence curse, we should chart a different path on the tech tree, building
technology that lets us:

1. Avert AI catastrophes by hardening the world against them, both because it is good in
itself and because it removes the security threats that drive calls for centralization.

2. Diffuse AI, to get it in the hands of regular people. In the short-term, build AI that aug-
ments human capabilities. In the long-term, alignAI directly to individual users and give
everyone control in the AI economy.

3. Democratize institutions, making themmore anchored to the needs of humans even as
they are buffeted by the changing incentive landscape and fast-moving events of the AGI
transition.

In this series of essays, we examine the incoming crisis of human irrelevance and provide a
map towards a future where people remain the masters of their destiny.

https://gradual-disempowerment.ai/
https://www.forethought.org/research/ai-enabled-coups-how-a-small-group-could-use-ai-to-seize-power
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2 Pyramid Replacement

OpenAI’s goal is to build artificial general intelligence (AGI), which they define as “a highly au-
tonomous system that outperforms humans at most economically valuable work”. The other
AI labs—including Anthropic, Meta, DeepSeek, and Google—have made similar claims. The
CEOs of these companies think they might achieve it in just a few years, some saying as early
as 2026.

While the exact timelines are still in doubt, there is a very real chance AGI arrives in the next
few years.

Consider the trendlines. In 2019, state-of-the-art AI models couldn’t write a coherent para-
graph; by 2023 they were doing as well as the average candidate in human bar exams.1 In

1 OpenAI claimed that GPT-4 aced the Uniform Bar Exam in 2023, performing in the 90th percentile of human test-
takers, but a fairer comparison that fixes methodological issues reduces this to 48th to 69th percentile depending
on your assumptions.

https://openai.com/our-structure/
https://tribune.com.pk/story/2530190/ai-may-surpass-humans-in-most-tasks-by-2027-anthropic-ceo
https://www.theverge.com/2024/1/18/24042354/mark-zuckerberg-meta-agi-reorg-interview
https://www.reuters.com/technology/artificial-intelligence/alibaba-releases-ai-model-it-claims-surpasses-deepseek-v3-2025-01-29/?utm_source=chatgpt.com
https://www.ainvest.com/news/google-deepmind-ceo-predicts-ai-match-human-competence-5-10-years-2503/
https://x.com/slow_developer/status/1873808775640920495
https://x.com/JanelleCShane/status/1096415502375796736
https://openai.com/index/gpt-4-research/
https://link.springer.com/article/10.1007/s10506-024-09396-9
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2023, the top AI models were resolving 4.4% of a set of real-world example coding problems;
by the beginning of 2025 they were resolving 49%. Other AI systems recently scored above
the 99.5% percentile of expert humans on competitive programming problems. Onmultiple-
choice science questions selected to be hard for everyone but PhDs in that specific field to
answer, AIs improved from barely better than random guessing in mid-2023 to better than
the human experts by the end of 2024. General computer-use capabilities are lagging behind
pure-text skills, but have gone from near-zero capability to closing half the gap with humans
within the last year.2 Researchers have even demonstrated a new Moore’s law: the length of
tasks AI can complete is doubling every seven months.

Figure 2.1: Source: METR

Governments are noticing this. The top recommendation from the Congressional US-China
Commission in2024was forCongress to “establishand fundaManhattanProject-likeprogram
dedicated to racing to and acquiring anArtificial General Intelligence (AGI) capability”. On the
first full day of his second term, President Trump joined the CEOs of OpenAI, Softbank, and
Oracle to announce Project Stargate, which intends to invest a total of $500 billion to build AI
infrastructure.

If the industry and government consensus is even close to correct—and AGI is about to show
up at your workplace—what is going to happen to your job?

2 Formore on the rate ofAI capabilities progress, seeAschenbrenner (2024), Ngo (2023), andGrace (2023), and Janků
et. al. (2025).

https://www.anthropic.com/engineering/swe-bench-sonnet
https://openai.com/index/introducing-o3-and-o4-mini/
https://epoch.ai/data/ai-benchmarking-dashboard
https://os-world.github.io/
https://x.com/METR_Evals/status/1902384481111322929
https://x.com/METR_Evals/status/1902384481111322929
https://arxiv.org/pdf/2503.14499
https://www.uscc.gov/sites/default/files/2024-11/2024_Executive_Summary.pdf
https://www.uscc.gov/sites/default/files/2024-11/2024_Executive_Summary.pdf
https://openai.com/index/announcing-the-stargate-project/
https://www.oneusefulthing.org/p/prophecies-of-the-flood
https://www.nytimes.com/2025/03/04/opinion/ezra-klein-podcast-ben-buchanan.html
https://situational-awareness.ai/from-gpt-4-to-agi/#Counting_the_OOMs
https://medium.com/@richardcngo/visualizing-the-deep-learning-revolution-722098eb9c5
https://blog.aiimpacts.org/p/2023-ai-survey-of-2778-six-things
https://cfg.eu/beyond-the-ai-hype/
https://cfg.eu/beyond-the-ai-hype/
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2.1 This technology is different

Imagine you are the CEO of a large company.

In the 2000s, laptops became widely available. Instead of clunky desktop computers, your
employees could now work from anywhere. They could take detailed notes in meetings and
collaborate in the breakout room.

So you bought all your employees laptops. It made nearly all of themmore productive, which
resulted in increased profits for your company. But the laptops couldn’t replace the analysts,
because you couldn’t give a laptop a task in plain English and expect them to do it. Instead,
you needed the analysts to use laptops to access their benefits.

Fast forward to 2030. A big AI lab just released a new AI system. It completes any task 20%
faster and 10% better than any of your junior employees. Running it to do the work of one
employee costs $10,000 per year – that’s at least an 80% cost reduction. It might let your best
analyst do the job of 10, or automate the analyst class entirely.

Maybe you like your existing employees and are skeptical of this new system. You integrate
it as a trial, and in a year it’s outperforming all of them. In fact, keeping humans in the loop
slows down the system and produces worse results.

Why wouldn’t you fire your junior employees? They are more expensive, worse at the job, and
unreliable. Sure, Mike interviews well and is nice to be around, but companies fire people
their leadership personally likes all the time. And if your company doesn’t fire them, you will
be crushed by competition that does.

We believe this pattern extends throughout the economy. Junior employees at large firms will
lose first, through a combination of hiring slowdowns and some firings. As AIs get better and
better, AI will climb the corporate pyramid and replace workers one by one. Eventually, in
many industries, there will be competitive pressures that force companies to stop hiring and
start firing throughout the organization. This will begin in white collar firms, but will eventu-
ally impact every sector.

We call this pyramid replacement. How does it work?

2.2 AI in the corporate pyramid

White collar work in medium-to-large firms is uniquely exposed to AI automation, especially
relative toother jobs. Robotics looks fartheraway thanAGI, and thecompanieswithphysically-
automatable work hire and fire differently than largewhite collar firms. Small businesses hire
with less clear structures, with fewer easily-automatable employees and less clearly defined
work.

For this analysis, we will focus on white collar companies. Their corporate org charts look like
pyramids, with many junior employees at the bottom and fewer senior employees at the top:

https://inferencemagazine.substack.com/i/155018281/robotics-progress-will-be-accelerated-by-the-automated-ai-researcher-however-we-are-sceptical-of-the-most-aggressive-models-of-robotics-deployment
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Figure 2.2: A standard corporate org chart.

Entry-level employees don’t stay entry-level forever. Many of them become ready for a pro-
motion, which means they can do more valuable work for the company. Some of them find
another job and leave. At the same time, many of themiddle to senior employees leave, retire,
or otherwise stop working for the company.

All of this creates room for talent to flowupwards, but it requires thefirm to regularly replenish
the organization’s bottom layers.

So every year, companies hire fresh talent from the best universities they can recruit from.
They hold career fairs, take on interns, and spend lots of time training these smart but low-
context individuals. Then, theygive themthefirm’s simplest tasks. It’s thankless, but it teaches
themhow the companyworks so they canmove up the pyramid andmanage future entry level
employees.

When the first wave of AI agents arrive that can produce entry-level work outputs at a much
lower cost than a human employee, companies might decide to:

1. Do nothing, out of inertia
2. Fire everyone, to maximize benefits
3. Adopt it slowly, by just not hiring more people

Some firms might do nothing. We expect they’ll regret it quickly—one of their competitors
will adopt it, and their productivity gains will help them earn significant leads. Competitive
pressures will be a strong force towards adoption. Most firmswon’t fire everyone the day such
a tool is released, and the few that do will suffer. This systemmight be slightly better and a lot
cheaper, but there will still be some glitches to iron out.

That leaves everyone else: the slow adopters. We suspect most firms will spend some time
rolling out this tool. Once they see that it increases their best junior employees’ work, they’ll
start to wonder why they hire so many entry-level analysts.
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We think the firstwave of AI employees, likely a combination of specialized LLMscaffolds from
startups and natively agenticmodels from the labs, will allow companies to shrink their hiring
costs without firing anyone. Instead, they’ll slash hiring.

Figure 2.3: Stage 1: Companies begin to hire fewer entry-level employees.

This pattern would repeat as new AI systems are released. These systems may be natively
more directable, and will work without intervention for longer.

At this point, a firm will need very few entry-level employees to complete basic tasks. As ex-
isting employees get promotions, hiring will get slashed once again.

Figure 2.4: Stage 2: entry-level employee hiring is over, and junior employee hiring is fast-shrinking.

https://www.axios.com/2025/04/22/ai-anthropic-virtual-employees-security
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New AI systems are released. This time, the new AI agents do the work better when the entry-
level employees don’t interrupt them. Most managers manage more AIs than humans, and
increasingly complex work is becoming automatable.

Companies have an expensive problem on their hands. They don’t want to fire large swaths of
employees for reasons of optics and inertia, but they could greatly benefit from laying off the
large numbers of redundant employees.

For somefirms, it’ll take a shock—a recession, a downturn, or a badquarterly earnings report—
to announce layoffs as a cost-cutting measure. In the most competitive sectors, this action
might happen faster. Either way, themost junior layers of the pyramid will disappear entirely.

Figure 2.5: Stage 3: entry-level employees are gone, and management is starting to be affected.

Once again, the systems get better. This time, they unlock the ability to do all of the medium-
horizon tasks in a company.

The market is expecting the next termination wave. While public resentment is growing, the
shareholders will demand the productivity benefits to increase earnings. Plus, all the other
firms are doing it. If the firm doesn’t automate most of their work, they’ll lose to their com-
petitors. The pattern repeats, but this time it’s even harsher.
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Figure 2.6: Stage 4: AI now performs almost all roles in the company.

Once again, new systems get released. They can now do all intellectual labor in the company,
and they do it better without senior management in the loop. Many firms make the call: they
only need the C-suite.3

Figure 2.7: Stage 5: only the C-Suite is left, and their work is providing direction to a vast horde of extremely
capable AI agents & tools.

Some time passes, and the AIs get even better. Now, they can track every interaction the com-
3 A natural decision when the decision-makers are the C-suite.
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pany has, both internally and externally. A swarmof them can execute every decision, and the
best of them canmake strategic decisions exceptionally fast.

The board of some firms might realize that the C-Suite is now less capable of managing the
company than thebestAIs. CEOs are forgetful, and theydon’t have total insight into everything
their company is doing – but their AI systems do.

This time, the boardmakes the call. For a small number of firms, the best performing version
of their org chart is one without any human employees at all4:

Figure 2.8: Stage 6: no more humans are required to manage the day-to-day activities of many companies.

2.3 Some caveats are needed

Diffusion barriers—things like regulatory barriers, investor or leadership skepticism, a lack
of automation pressures from competing companies, high costs or use limitations, labor or
union pressures, or a lack of economic downturns—could all slow this process down.

You may see a more jagged effect than this model demonstrates. Some jobs (ex: software en-
gineers) are more immediately automatable than others, even at the same level of seniority.
You could model this as a pyramid for each corporate function. Those have pyramids within
a large organization, and will likely follow a similar pattern. Currently it seems like tasks that
require planning and execution over longer time-horizonswill take longer for AIs to automate,
and it will be harder for AI companies to train AI models to do well on criteria that are harder
to objectively judge.

Somewhite collar industries will bemuchmore resistant to this than others. Tech companies
4 We are at our most speculative here. But eventually it seems plausible that some firms would perform better if they
were run by AI systems more capable than humans. Oftentimes, if it would be better, the market finds a way. How-
ever, we think there is hope that long-horizonplanning, taste, and local knowledgemight give humans an advantage
over AIs in being CEOs for years.

https://x.com/METR_Evals/status/1902384481111322929
https://tmychow.substack.com/p/from-apples-to-strawberries
https://tmychow.substack.com/p/from-apples-to-strawberries
https://lukedrago.substack.com/p/the-future-of-taste
https://lukedrago.substack.com/cp/160938645
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could be largely automable with one or two more leaps in AI performance. Other white collar
industriesmight rely on prestige, signalling, or soft skills that will be harder to automate. This
probably doesn’t matter at the entry level, but it matters for senior employees who do lots of
important, interpersonal work.

Finally, this is adefault trajectory for largecompanies. Techorgovernance interventionscould
dramatically change this pattern.

2.4 The future of work?

To put it bluntly, traditional white collar work, the economic engine of developed economies,
is unlikely to survive the AI revolution. This isn’t a 2050 or 2100 problem – it is a problem for
today’s entrepreneurs, policymakers, and institutions.

The popular thing is to claim that new, better jobs will be created, and that wages will rise as
a result. But when economists actually take AI seriously, they seem to reach different conclu-
sions. Modeling by Korinek and Suh demonstrates that by default, wages plummet:

Figure 2.9: On top, the blue line is total output, while the green shaded area is the fraction going to labor. On the
bottom is the fraction of tasks that are not automated; note the log scale on the y-axis. A different scenario where
the unautomatable task fraction first falls sharply and then flatlines results in a sharp decline in wages, that then
later reverses—see page 24 of the paper.

Matthew Barnett outlines several possible mechanisms of wage decline.

First, if AI results in a massive increase in labor supply, capital could become more of a con-
straint than labor. The returns to additional labor—machine or human—go down while those

https://www.nber.org/system/files/working_papers/w32255/w32255.pdf#page=25
https://www.nber.org/system/files/working_papers/w32255/w32255.pdf#page=25
https://epoch.ai/gradient-updates/agi-could-drive-wages-below-subsistence-level
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to capital go up. This means lower wages and higher returns to capital.

Second, when production requires fixed inputs like land, these fixed inputs can capture ever-
larger shares of output as other inputs scale. This was essentially the pre-industrial Malthu-
sian state of the economy: bottlenecked by land, and with subsistence wages for labor.

Third, humans have a higher “biologically imposedminimumwage” than AIs. We need to eat,
and the efficiency of our brains is fixed. AIs don’t have such limitations, and therefore their
presence in the labor market might drive wages below the human subsistence level.

Barnett concludes:

All things considered, I am inclined to guess that there is roughly a 1 in 3 chance
that human wages will crash below subsistence level before 2045. While this fig-
uremay appear alarmingly high to some, I personally consider it somewhat low, as
it partially reflects my tentative optimism that technological progress will comple-
ment human labor even after AGI, keeping wages from crashing all the way below
subsistence level in the near term. In the longer term, I’d guess the probability that
human wages will fall below subsistence level before 2125 to be roughly 2 in 3.

This may start with white collar work, but AGI is on track to impact every sector. Displaced
workers may join blue-collar professions. On top of that, some blue collar work is on track to
get displaced. Investment in self-driving vehicles for transportation and specialized robotics
for manufacturing make those sectors ripe for displacement as well. The arrival of general-
purpose robotics would replace the remaining blue-collar workers as well—and the robotics
demos are becoming compelling.

This all means that, once AGI is on the scene, a whole lot of people will be making a lot less
money, if they’re earning at all. Once the robots finally show up, everyonemight be out of a job.

But could we just expand the social safety net? Universal Basic Income for everyone?

Expanding the social safety netwill be limited by several constraints. Fiscal constraintsworld-
wideare tight due to rising rates anddebts5. Economicmodelling suggests that the truly explo-
sive growth rates needed to fundwidespreadUBIwill only arrivewhenwe get general-purpose
robotics. There are also many cultural considerations: many high-earning households may
not be satisfied with earning the same UBI as everyone else, and losing the track to ambition
they dreamed of, especially if they’re early in their careers.

This is not hypothetical. We are starting to see pre-AGI systems shrink analyst classes and
trigger layoffs. Remember that today is theworst these systemswill ever be. As they get better,
their impact on the labormarketwill grow rapidly. As Aschenbrenner says, “that doesn’t require
believing in sci-fi; it just requires believing in straight lines on a graph.”

We will next look at the deeper problems and incentives that the loss of all work entails.

5 Social security, funded by payroll taxes, is expected to be exhausted in 2033. This would create significant pressure
to shrink social safety nets at a time where (if innovation and diffusion and fast enough) voters may be demanding
massive expansions.

https://www.figure.ai/
https://www.figure.ai/
https://inferencemagazine.substack.com/p/how-much-economic-growth-from-ai
https://www.nytimes.com/2024/04/10/business/investment-banking-jobs-artificial-intelligence.html
https://www.bbc.co.uk/news/articles/c80e1gp9m9zo
https://situational-awareness.ai/from-gpt-4-to-agi/
https://www.npr.org/2024/05/06/1249406440/social-security-medicare-congress-fix-boomers-benefits


3 Capital, AGI, and Human Ambition

Many people say that money won’t matter post-AGI, or at least it will matter less. By default,
this is exactly backwards.

First, some terms: labormeans humanmental and physical effort that produces something of
value. Capital goods are things like factories, data centres, and software—things humans have
built that are used in the production of goods and services. We’ll use “capital” to refer to both
the stock of capital goods and to themoney that can pay for them. We’ll say “money” when we
want to exclude capital goods.

The key economic effect of AI is that it makes capital a more and more general substitute for
labor. There’s lessneed topayhumans for their time toperformwork, becauseyoucan replace
that with capital—data centres running software replaces a human doing mental labor.

We will walk through consequences of this, and conclude that labor-replacing AI means:

https://www.beren.io/2023-04-10-the-singularity-as-cognitive-decoupling/
https://www.beren.io/2023-04-10-the-singularity-as-cognitive-decoupling/
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1. The ability to buy results in the real world will dramatically go up

2. Human ability to wield power in the real world will dramatically go down because:

1. The value of people’s labor goes down, which for most people is their main lever of
power

2. It will be harder for humans to achieve outlier outcomes relative to their starting
resources

3. Radical equalising measures are unlikely

Overall, this points to a neglected downside of transformative AI: that society might become
permanently static, and that current power imbalances might be amplified and then turned
immutable. A static society with a locked-in ruling caste does not seem dynamic or alive. We
should not kill human ambition, if we can help it.

3.1 The default solution

Let’s assume humanmental and physical labor across the vast majority of tasks that humans
are currently paid wages for no longer has non-trivial market value, because the tasks can be
done better/faster/cheaper by AIs. Call this labor-replacing AI.

There are two levels of the standard solution to the resulting unemployment problem:

1. Governments will adopt something like universal basic income (UBI).

2. Wewill quickly hit superintelligence, and, assuming the superintelligence is alignedwith
human values, live in a post-scarcity technological wonderland where everything is pos-
sible.

Note, firstly, that money will continue being a thing, at least unless we have one single AI sys-
tem doing all economic planning. Prices are largely about communicating information. If
there are many actors and they trade with each other, the strong assumption should be that
there are prices (even if humans do not see them or interact with them). Remember too that
however sharp the singularity, abundance will still be finite, and must therefore be allocated.

3.2 Money currently struggles to buy talent

Money can buy you many things: capital goods, for example, can usually be bought quite
straightforwardly, and cannot be bought without a lot of money1. But it is surprisingly hard to
1 Or other liquid assets, or non-liquid assets that others are willing to write contracts against, or special government
powers.

https://nickbostrom.com/superintelligence#:~:text=By%20a%20%22superintelligence,has%20subjective%20experiences.
https://www.econlib.org/library/Essays/hykKnw.html
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convert rawmoney into labor, in a way that is competitive with top labor.

Consider the stereotypical VC-and-founder interaction, or the acquirer-and-startup interac-
tion. In both cases, holders of massive financial capital are willing to pay very high prices to
bet on labor—and the bet is that the labor of the few people in the startup will beat extremely
large amounts of capital.

If you want to convert money into results, the deepest problem you are likely to face is hiring
the right talent. And that comes with several problems:

1. It’s often hard to judge talent, unless you yourself have considerable talent in the same
domain. Therefore, if you try to find talent, you will often miss it.

2. Talent is rare—credentialed talent even more so. Many actors can’t afford to rely on any
other kind, because of point 1, so there’s just not very much of it going around.

3. Even if you can locate the top talent, the top talent tends to be less amenable to being
bought out by money than others.

With labor-replacing AI, these problems go away:

First, the AIs can be copied. Currently, huge pools of money chase after a single star re-
searcher who’s made a breakthrough, and thus had their talent made legible to those who
control money, who can judge the clout of the social reception to a paper but usually can’t
judge talent itself directly. But the star researcher that is an AI can just be copied. Everyone—
or at least, everyonewith enoughmoney to burn onGPUs—gets theAI star researcher. Noneed
to sort through the huge variety of unique humans with their unproven talents.

Second, the price of talent will go down massively, because the AIs will be cheaper than the
equivalent human labor, and because competition will be fiercer because the AIs can be du-
plicated.

Third, lots of top talent has complicated human preferences that make them hard to buy out.
The top artist has an artistic vision they’re genuinely attached to. The top mathematician has
a deep love of elegance and beauty. The top entrepreneur has deep conviction in what they’re
doing—and probably wouldn’t function well as an employee anyway. Talent and performance
in humans are surprisingly tied to a sacred bond to a discipline or mission . In contrast, AIs
exist specifically so that they can be trivially bought out (at least within the bounds of their
training). The genius AI mathematician, unlike the human one, will happily spend its limited
time on Earth proving the correctness of schlep code.

Finally, the AIs will eventually be much more capable than any human employees at their
tasks.

This means that the ability of money to buy results in the real world will dramatically go up once we
have labor-replacing AI.

https://www.benlandautaylor.com/p/looking-beyond-the-veil
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3.3 Nomore outlier outcomes?

We’ve already discussed how most labor will be obsoleted by AI and robotics. But eventually,
even the most talented humans will be outmatched by AIs. What happens then?

Much change in the world is driven by people who start from outside power, achieve outlier
success, and then end up with power. This makes sense, since those with power rarely have
the fervour to push for big changes, since they are exactly those who are best served by the
status quo.

Whatever your opinions on income inequality or any particular group of outlier successes,
the possibility of someone achieving outlier success and changing the world is important for
avoiding stasis and continued social progress.

Let’s consider the effects of labor-replacing AI on various routes to outlier success through
labor:

Entrepreneurship is increasingly what Matt Clifford calls the “technology of ambition” of
choice for ambitious young people. Right now, entrepreneurship has become easier. AI tools
can already make small teams much more effective without needing to hire new employees.
They also reduce the entry barrier to new skills and fields. However, labor-replacing AImakes
the tenability of entrepreneurship uncertain. There is a possible future in which AIs remain
mostly tool-like and entrepreneurs can succeed long aftermost human labor is automated be-
cause they provide agency and direction. However, it also seems likely that sufficiently strong
AI will eventually obsolete human entrepreneurship. For example, VC funds might be able to
directly convert money into hundreds of startup attempts all run by AIs, without having to go
through the intermediate route of finding human entrepreneurs to manage the AIs for them.

The hard sciences. The era of human achievement in hard sciences may end within a few
years because of the rate of AI progress in anything with crisp reward signals.

Intellectuals. Keynes, Friedman, and Hayek all did technical work in economics, but their
outsize influence came from the worldviews they developed and sold, whichmade themmore
influential than people like Paul Samuelson who dominated mathematical economics. John
Stuart Mill, John Rawls, and Henry George were also influential by creating frames, world-
views, and philosophies. The key thing that separates such people from the hard scientists is
that the outputs of their work are not spotlighted by technical correctness alone, but require
moral judgement as well. A core reason why intellectuals’ ideologies can have somuch power
is that they’re products of genius in a world where genius is rare. A flood of AI-created ideolo-
gies might mean that no individual ideology, and certainly no human one, can shine so bright
anymore. The world-historic intellectual might go extinct.

Politicsmight be one of the least-affected options, since we’d guess that most humans want a
human to do that job, and because politicians get to set the rules for what’s allowed. However,
the charisma of AI-generated avatars, and a general dislike towards politicians might throw
a curveball here. It’s also hard to say whether incumbents will be favoured. AI might bring
down the cost of many parts of political campaigning, reducing the resource barrier to en-

https://medium.com/entrepreneur-first/tech-entrepreneurship-and-the-disruption-of-ambition-4e6854121992
https://medium.com/entrepreneur-first/tech-entrepreneurship-and-the-disruption-of-ambition-4e6854121992
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try. However, if AI too expensive for small actors is meaningfully better than cheaper AI, this
would favour actors with larger resources. We expect these direct effects to be smaller than
the indirect effects from whatever changes AI has on the memetic landscape.

Military success as a direct route to great power and disruption has—for the better—not really
been a thing since Napoleon. Advancing technology increases the minimum industrial base
for a state-of-the-art army, which benefits incumbents. AI looks set to be controlled by the
most powerful countries. One exception is if coups of large countries become easier with AI.
Control over the future AI armies will likely be both (a) more centralized than before, since
a large number of people no longer have to go along for the military to take an action, and
(b) more tightly controllable than before,since the permissions can be implemented in code
rather than human social norms. These two factors point in different directions so it’s uncer-
tain what the net effect on coup ease will be. Another possible exception is if a combination of
revolutionary tactics and cheap drones enables a Napoleon-of-the-drones to win against ex-
isting armies. Importantly, though, neither of these seems likely to promote the good kind of
disruptive challenge to the status quo.

All this means that the ability to get and wield power in the real world without existing capital
will dramatically go down once we have labor-replacing AI.

3.4 Enforced equality is unlikely

The Great Leveler is a good book on the history of inequality that (at least per the author) has
survived its critiques fairly well. Its conclusion is that past large reductions in inequality have
all been driven by one of the “Four Horsemen of Leveling”: total war, violent revolution, state
collapse, and pandemics. Leveling income differences has historically been hard enough to
basically never happen through conscious political choice.

Imagine that labor-replacing AI is here. There’s a massive scramble between countries and
companies to make the best use of AI. This is all capital-intensive, so everyone needs to woo
holders of capital. The top AI companies wield power on the level of states. The redistribution
of wealth is unlikely to end up on top of the political agenda.2

Therefore, even if we end up in a very rich society, it is unlikely that people in the future will
be starting in it on an equal footing. It is also unlikely that they will be able to greatly change
their relative footing later on.

Consider also equality between states. Some states stand set to benefit massively more than
others from AI. Many equalising measures, like UBI, would be difficult for states to extend to
non-citizens under anything like the current political system. This is true even of the United
States, themost liberal and humanist great power in world history. By default, the world order
might therefore look—even more than today—like a global caste system based on country of

2 An exception might be if some new political movement or ideology gets a lot of support quickly, and is somehow
boosted by some unprecedented effect of AI (such as: no one has jobs anymore so they can spend all their time on
politics, or there’s some new AI-powered coordination mechanism).

https://www.forethought.org/research/ai-enabled-coups-how-a-small-group-could-use-ai-to-seize-power
https://rudolf.website/short-reviews-nonfiction-1/#section-3
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4939891
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birth.3

3.5 The default outcome

By default, in the post-labor-replacing-AI world:

• Money will be able to buy results in the real world better than ever

• People’s labor gives them less leverage than ever before

• Achieving outlier success through your labor in most or all areas is now impossible

• Therewill havebeenno transformative leveling of capital, eitherwithin or betweencoun-
tries

This means that those with significant capital when labor-replacing AI started have a perma-
nent advantage. They will wield more power than the rich of today. Upstarts will not defeat
them, since capital now trivially converts into superhuman labor in any field.

In the best case, this is a world like a more unequal, unprecedentedly static, and much richer
Norway: amassive pot of non-human-labor resources (in Norway’s case, oil) has benefits that
flow through to everyone, and yes some are richer than others but everyone has a great stan-
dard of living. The only realistic forms of human ambition are playing local social and political
games within your social network and class. If you don’t have a lot of capital, you don’t have a
chance of affecting the broader world anymore. Remember: the AIs are better poets, artists,
philosophers—everything; why would anyone care what some human does, unless that hu-
man is someone they personally know? In feudal societies the answer to “why is this person
powerful?” would usually involve some long family history, perhaps ending in a distant an-
cestor who had fought in an important battle: “my great-great-grandfather fought at Bosworth
Field!”. In the future, the answer to “why is this person powerful?” would trace back to some-
thing they or someone theywere closewith did in the pre-AGI era: “oh,my unclewas technical
staff at OpenAI”. The children of the future will live their lives in the shadow of their parents,
with socialmobility extinct. This is far from theworst future we could imagine, but something
important will have been lost.

In a worse case, AI trillionaires have near-unlimited and unchecked power, and there’s a per-
manent aristocracy thatwas locked inbasedonhowmuchcapital theyhadat the timeof labor-
replacing AI. The power disparities between classesmightmakemodern people shiver, much
like modern people consider feudal status hierarchies grotesque. But don’t worry—much like
the feudal underclass mostly accepted their world order due to their culture even without su-
perhumanly persuasive AIs around, the future underclass will too.
3 This is especially true because there will likely be even fewer possibilities for immigration. The main incentive to
allow immigration is its massive economic benefits which only exist when humans perform economically mean-
ingful work.

https://nosetgauge.substack.com/p/review-foragers-farmers-and-fossil-fuels
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In the absolute worst case, humanity goes extinct, potentially because of a slow-rolling opti-
mization for AI power over human prosperity over a long period of time. Because that’s what
the power andmoney incentives will point towards.

3.6 Towards the intelligence curse

We’ve seen how advanced AI threatens both normal career paths, as well as the ability of out-
lier talent to make a difference in the world. Most people’s power and leverage over the world
comes from them being able to do useful work—from being economically relevant. Labor-
replacing AImight delete that power and leverage. By default, that will have far-reaching con-
sequences.

Over the past few centuries, there’s been a big shift towards states caringmore about humans.
Why is this? We can examine the reasons to see how durable they seem:

1. Moral and political changes downstream of the Enlightenment, in particular an in-
creased centering of liberalism and individualism.

2. Affluence & technology. Pre-industrial societies were mostly so poor that significant
efforts to help the poor would’ve bankrupted them. Many types of help (such as effective
medical care) are also only possible because of new technology.

3. Incentives for states to care about freedom, prosperity, and education.

AI will help a lot with the 2nd point. It will have some complicated effect on the 1st. But the 3rd
inparticular is unappreciated. With labor-replacingAI, the incentives of states—in the senseof
what actions states should take tomaximize their competitiveness against other states and/or
their own power—will no longer be aligned with humans in this way. Adam Smith could write
that his dinner doesn’t depend on the benevolence of the butcher or the brewer or the baker.
The classical liberal today can credibly claim that the arc of history really does bend towards
freedomandplenty for all, not out of the benevolence of the state, but because of the incentives
of capitalism and geopolitics. But after labor-replacing AI, this will no longer be true.

We call this the intelligence curse, and it’s what we’ll examine next.

https://nosetgauge.substack.com/p/a-disneyland-without-children
https://nosetgauge.substack.com/p/a-disneyland-without-children
https://gradual-disempowerment.ai/
https://oll.libertyfund.org/quotes/adam-smith-butcher-brewer-baker


4 Defining the Intelligence Curse

Economists are used to modeling AI as a tool, so they don’t get how it could make people ir-
relevant. Past technological revolutions have driven human potential further. The agrarian
revolution birthed civilizations; the industrial revolution let us scale them.

But AGI looks a lot more like coal or oil than the plow, steam engine, or computer. Like those
resources:

• It will require immense capital to discover and harness.

• Control will likely be concentrated in the hands of a few players: the labs that produce
AI, the states where they reside, and the companies that manufacture the rawmaterials,
the chips, and the robots, and the electricity they all need.
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• The states and companies that earn rents mostly or entirely from AI won’t need to rely
on people for revenue.

This problem looks a lot like the plague that affects rentier states, or states that predominantly
rely on rents from a resource for their wealth instead of taxes from their citizens. These states
suffer from the resource curse—despite having a natural source of income, they doworse than
their economically diverse peers at improving their ordinary citizens’ living standards.

Powerful actors that adopt labor-replacing AI systems will face rentier state-like incentives
with far higher stakes. Because their revenues will come from intelligence on tap instead of
people, they won’t receive returns on investments like education to prepare people for em-
ployment, employment and salaries, or a welfare state for the unemployed. As a result, they
won’t invest – and their people will be unable to sustain themselves as a result. Humans need
not apply, and so humans will not get paid.

This is the intelligence curse – when powerful actors create and implement general intelli-
gence, they will lose their incentives to invest in people.

4.1 Why powerful actors care about you

By powerful actors, wemean large organizations such as states, corporations, and bureaucra-
cies that command significant resources, enabling them to shape theworld we live in and how
we interact with it.

Powerful actors don’t care about you out of the goodness of their heart. They care about you
for two reasons:

1. You offer a return on investment, usually through taxes or profits.

2. You impact their ability to retain power, either through democratic means like voting or
through credible threats to a regime.

Most states in the modern world are diversified economies, meaning value comes frommany
different sectors and human activities, rather than a single or handful of sources. They rely
on taxing people and corporations to generate revenue, so they increase their revenue by
increasing their citizens’ productivity.1 The state is incentivized to produce engineers, en-
trepreneurs, innovators, and other economically productive workers and create an environ-
ment for them to return on the investment. To do so, they tend to:

• Establish good schools, research institutions, and universities

1 They can of course increase taxes as well, but you can only tax what is being produced, yielding an upper limit.
They also need to maintain some power structure that lets them impose their taxation powers, whether through
democratic representation or purely through hard power.

https://www.youtube.com/watch?v=7Pq-S557XQU
https://www.youtube.com/watch?v=7Pq-S557XQU
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• Build infrastructure like roads and public transportation

• Set up reliable governing systems and courts to protect property rights

• Protect speech and the flow of information

• Support small business formation

• Foster competitive markets

• Create social safety nets to support risk-taking

These increase the productivity of citizens and increase the surface area of luck for innovation
to occur. Equally importantly, these are the kinds of things that lift people out of abject poverty,
increase living standards, and institute political and economic freedoms. With good schools,
infrastructure, and competitivemarkets, a citizen can train for and find a high-paying job that
exceeds their basic needs. And with reliable governing systems, fair courts, and free speech,
a citizen can petition their government for their needs without the fear of becoming a political
prisoner. They gain bargaining power through their votes and their economic output, so they
can force changes that raise their standards of living. As a result, sometimes states capitulate
to citizens’ demands even if it will cost them.

A similar phenomenon affects corporations. Take, for example, the exorbitant salaries of Sil-
icon Valley. Tech workers have a skill set companies desperately need to make more money.2

Those workers are a hot commodity and competition to attract them is fierce. To win them
over, companies pay large salaries, offer stock options, purchase pool tables, offer 24-7 free
meals from a Michelin star chef, and do their laundry. No one is seriously arguing that the
company laundry service is 10x’ing revenue, but it might win over a potential employee or
keep an otherwise unsatisfied one from leaving for a competitor. The employees have bar-
gaining power, so they can demand lavish perks that improve their quality of life.

This creates a feedback loop – as regular people make powerful actors more money, they are
more likely to cater to them. Will education increase your population’s (and thus the state’s)
lifetime earnings? Build the schools. Will offering paid family leave get better employees for
your company? Change the policy.

4.2 The resource curse

We already have societies that divorce their nation’s economic output from their human cap-
ital. They’re called rentier states. These states – including Venezuela, Saudi Arabia, Norway,
and Oman, derive most of their earnings from resources (usually oil), rather than the produc-
tive output of their citizens.

2 At least, this was true until the recent improvements in AI’s programming capabilities.

https://www.oxfordreference.com/display/10.1093/acref/9780191843266.001.0001/acref-9780191843266-e-139#:~:text=A%20theoretical%20construct%20developed%20by,of%20public%20and%20private%20life.


4. Defining the Intelligence Curse 24

The Democratic Republic of Congo has over $24 trillion worth of untapped minerals in their
ground. How have their citizens fared? According to the World Bank:

Most people in DRC have not benefited from this wealth. A long history of conflict, political
upheaval and instability, and authoritarian rule have led to a grave, ongoing humanitarian
crisis. In addition, there has been forced displacement of populations. These features have
not changed significantly since the end of the Congo Wars in 2003.

DRC is among the five poorest nations in the world. An estimated 73.5% of Congolese people
lived on less than $2.15 a day in 2024. About one out of six people living in extreme poverty
in SSA lives in DRC.

What’s going on here? How can it be that trillions in total available resources have resulted in
abject poverty?

Economists and political scientists call this the resource curse. Countries with abundant nat-
ural resources tend to experience poorer economic growth and higher rates of poverty than
their economically diverse peers.3

There are many factors that lead to the resource curse, but a core one is the incentives they
create to stop caring about your people’s economic well being.

Because they earnmoney from resources, rentier states have no incentive to pay regular peo-
ple today or invest in them for tomorrow. Building better schools doesn’t earn them more
money. They invest just as much as it takes tomove the oil out of the ground, onto trucks, and
out to the ports.4 It’s not that their citizens couldn’t do anything worth taxing, it’s that there’s
no reason to develop them into a taxable population. Why ask your people for money when
you can get it from the ground?5

Withoutmoney, regular people struggle tomake demands. In autocracies, there’s no incentive
to care about them unless they credibly threaten your power. Those who control the rents can
extract wealth without worrying about everyone else.

So what do the lives of their citizens look like? Dr. Ferdinand Eibl and Dr. Steffen Hertog offer
two competing visions:

There are few issues on which comparative politics theories offer more sharply contrasting
predictions than on the link between resource rents and governmentwelfare provision. Some
authors, especially those in the tradition of “rentier state theory,” expect oil-rich rulers to
engage in mass co-optation, politically pacifying their population with expansive welfare
policies (Beblawi and Luciani 1987; Karl 1997). Others, especially those proposing formal
models of politics in oil-rich states, expect rentier rulers to neglect their population. As rents
are siphoned off by a small ruling elite that does not need a domestic economic basis for their

3 SeeAcemoglu, Johnson, &Robinson (2005) andAcemoglu, Johnson, &Robinson (2009), amongmany other papers.
4 For more on this, see Chapter 7 of this book.
5 See Karl (1997) and Centeno (1997).

https://www.worldbank.org/en/country/drc/overview#:~:text=Most%20people%20in%20DRC%20have,in%20SSA%20lives%20in%20DRC.
https://www.cambridge.org/core/journals/american-political-science-review/article/from-rents-to-welfare-why-are-some-oilrich-states-generous-to-their-people/77B377FA0BBE61D0B209A017AC40228A
https://www.cambridge.org/core/journals/american-political-science-review/article/from-rents-to-welfare-why-are-some-oilrich-states-generous-to-their-people/77B377FA0BBE61D0B209A017AC40228A#r6
https://www.cambridge.org/core/journals/american-political-science-review/article/from-rents-to-welfare-why-are-some-oilrich-states-generous-to-their-people/77B377FA0BBE61D0B209A017AC40228A#r53
https://economics.mit.edu/sites/default/files/publications/institutions-as-the-fundamental-cause-of-long-run-.pdf
https://economics.mit.edu/sites/default/files/publications/reversal-of-fortune.pdf
https://archive.org/details/africasince1940p0000coop/page/172/mode/1up
https://eclass.uniwa.gr/modules/document/file.php/EEE195/2023-2024/The%20paradox%20of%20prenty/Terry%20Lynn%20Karl%202020%20The%20Paradox%20of%20Plenty_%20Oil%20Booms%20and%20Petro-States.pdf
https://www.academia.edu/3578197/Blood_and_Debt_War_and_Taxation_in_Nineteenth_Century_Latin_America
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self-enrichment, welfare provision is minimal and misery spreads (Acemoglu, Robinson and
Verdier 2004; Mesquita and Smith 2009).

There are empirical examples for both trajectories. Oman and Equatorial Guinea have
broadly comparable levels of natural resource rents per capita—slightly above 8,000USDper
capita in the 1995 to 2014 period (Ross 2013). Both have been ruled by the same autocrats
since the 1970s, when both countries were desperately poor. Under Sultan Qaboos, Omani
public services have expanded at a rapid pace, leading to one of the world’s fastest declines
in child mortality, from 159 per one thousand live births in 1971 to 9 by 2010, far below the
Middle East average of 32. In Teodoro Obiang’s Equatorial Guinea, the state outside of the
security services remains embryonic, the vast majority of the population continues to live in
abject poverty, and infant mortality has declined painfully slowly: from 263 in 1971 to 109
in 2010, remaining above the (high) sub-Saharan average of 89. Access to rentier wealth is
monopolized by the president’s small entourage (Wood 2004).

Occasionally, rentier states result in large social safety nets. But in many cases, they result in
abject poverty for all but the few who control streams of rent.6 Why? Eibl and Hertog provide
an answer:

We concur with formal models of politics in resource-rich countries that ruling elites seek to
ensure survival in power. Public policies are subject to this overarching goal and reflect elites’
assessment of threats to their rule. Within these constraints, eliteswill seek tomaximize their
personal rents from resource revenues.

We also agree with existing literature that the relative economic pay-off of welfare provision
is lower in resource-based regimes, while its potential modernization effects are politically
undesired (Acemoglu and Robinson 2006; Mesquita and Smith 2009). All else being equal,
we therefore expect oil-rich regimes to establish narrow kleptocratic coalitions with limited
welfare provision and rampant elite self-enrichment.

4.3 Explaining the intelligence curse

The intelligence curse describes the incentives in a post-AGI economy that will drive powerful
actors to invest in artificial intelligence instead of humans. If AI can do your job cheaper and
faster, there isn’t a reason to hire you. But more importantly, there isn’t an economic reason
to invest in your lifelong productivity, take care of you, or keep you around. We could produce
unparalleled value with a fully automated economy, but if the spoils are distributed like the
worst rentier states it will not result in prosperity for the masses.

The intelligence curse will likely be stronger than the resource curse, as AI will keep improv-
ing. Rather than just providing the government an alternative income stream that still re-
quires humans to manage, AI and robotics will replace the need for humans across the econ-
omy, military, and government bureaucracy entirely. You also can’t “run out” of AI like you
6 For other evidence, see Biewendt (2020), Fossaceca (2019), and Venables (2016).

https://www.cambridge.org/core/journals/american-political-science-review/article/from-rents-to-welfare-why-are-some-oilrich-states-generous-to-their-people/77B377FA0BBE61D0B209A017AC40228A#r2
https://www.cambridge.org/core/journals/american-political-science-review/article/from-rents-to-welfare-why-are-some-oilrich-states-generous-to-their-people/77B377FA0BBE61D0B209A017AC40228A#r2
https://www.cambridge.org/core/journals/american-political-science-review/article/from-rents-to-welfare-why-are-some-oilrich-states-generous-to-their-people/77B377FA0BBE61D0B209A017AC40228A#r58
https://www.cambridge.org/core/journals/american-political-science-review/article/from-rents-to-welfare-why-are-some-oilrich-states-generous-to-their-people/77B377FA0BBE61D0B209A017AC40228A#r69
https://www.cambridge.org/core/journals/american-political-science-review/article/from-rents-to-welfare-why-are-some-oilrich-states-generous-to-their-people/77B377FA0BBE61D0B209A017AC40228A#r86
https://www.cambridge.org/core/journals/american-political-science-review/article/from-rents-to-welfare-why-are-some-oilrich-states-generous-to-their-people/77B377FA0BBE61D0B209A017AC40228A#r1
https://www.cambridge.org/core/journals/american-political-science-review/article/from-rents-to-welfare-why-are-some-oilrich-states-generous-to-their-people/77B377FA0BBE61D0B209A017AC40228A#r58
https://armgpublishing.com/wp-content/uploads/2021/01/8.pdf
https://digitalcommons.iwu.edu/cgi/viewcontent.cgi?article=1512&context=uer
https://pubs.aeaweb.org/doi/pdfplus/10.1257/jep.30.1.161
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can with oil. The rentier states still have a long-term incentive to diversify their economies,
but this will not apply to post-AGI states.

A common rebuttal is that some jobs cannever be automatedbecausewewill demandhumans
do them.

For example, teachers. Most parents would probably strongly prefer a real, human teacher
to watch their kids throughout the day. But this argument totally misses the bigger picture:
it’s not that there won’t be a demand for teachers, it’s that there won’t be an incentive to fund
schools. This argument repeats ad nauseam for anything that invests in regular people’s pro-
ductive capacity, any luxury that relies on their surplus income, or any good that keeps them
afloat. By default, powerful actors won’t build things that employ humans or provide them
resources, because they won’t have to.

Taxes will still be a relevant form of income for governments, but only those from corpora-
tions. Likewise, corporations will make money from their AI systems, not from the work peo-
ple produce. The investments that the developed world associates with a high quality of life
— salaries, education, infrastructure, stable governance, etc — will no longer provide a return.
People won’t make powerful actors any money.

Where might the powerful actors get their money from instead?

Stateswill earnmoney fromcorporate taxes. Companies that produce advanced AI systems
and companies that use them will generate large revenues. As they get bigger, states will tax
them more. In 2022, corporate taxes made up 11.5% of the average OECD state’s revenue –
a sample of high-performing, diverse economies. Like Norway (about 30% of state revenue
from oil), Saudi Arabia (75%), and the Democratic Republic of the Congo (about 1/3rd of state
revenue from resource mining), states will rely less on income taxes and more on taxes from
AI companies or other companies that enable powerful actors to accomplish goals. When state
revenue breakdowns look more like these countries than the OECD average, you’ll know the
intelligence curse is taking hold.

AI labswillmakemoney by becoming the new rentiers. The stated goals of the AI labs are to
build AGI. OpenAI is already changing their corporate structure to remove limits on howmuch
of AGI profits they can capture for themselves. This is despite a corporate structure originally
built to ensure that if AGI becomesmost of the economy, OpenAIwoulddistribute profits above
some amount to the world. Once the labs have an AI system that can do it all, they’ll become
a horizontal layer of the economy, extracting rents from all economic activity by selling it to
companies and states who use it to replace their workers. They’ll also try as hard as possible
to consume the economy vertically too. If they succeed, they will wield economic power that
was previously exclusive to states. Anthropic’s CEO Dario Amodei has compared the effects of
AI to “a country of geniuses in a data center”. Note the language—a country of geniuses. If the
labs achieve this vision, it is less like just another company playing in the economy, andmore
like an entire foreignnationpoppedup into existence, that ismore populous than any country,
and inhabited by workers who are much cheaper, smarter, and faster than any human.7

7 Instead of imagining a foreign country popping into existence, you could also imagine a billion smarter, cheaper,
faster immigrants popping out of the ground, overnight, in your country.

https://taxfoundation.org/data/all/federal/us-tax-revenue-by-tax-type-2024/
https://www.norskpetroleum.no/en/economy/governments-revenues/#:~:text=The%20total%20payment%20form%20tax,2025%20is%20NOK%20643%20billion.
https://www.elibrary.imf.org/view/journals/002/2022/275/article-A001-en.xml
https://www.elibrary.imf.org/view/journals/002/2024/227/article-A001-en.xml#:~:text=6.,Figure%204.
https://openai.com/index/why-our-structure-must-evolve-to-advance-our-mission/
https://www.darioamodei.com/essay/machines-of-loving-grace
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Companies will trade amongst themselves and other powerful actors. Land, energy, com-
pute, manufacturing hubs, data centers, and robots will continue having value since they en-
able powerful actors to accomplish their goals. The cafe chain and the marketing firm will be
irrelevant, but the landlord and energy company will be able to make more money than ever
before. Powerful actors, likely human-controlled (at least for a while), will extract the vastma-
jority of value from these sources.

So what will happen to most regular people, assuming powerful actors follow the default tra-
jectory?:

• Companies will be incentivized to fire them, and never hire new ones. They won’t
produce anything they can value. For a short time theymight rely on themas consumers,
but most people-facing companies will fizzle out as their demand base loses economic
power.

• States will be incentivized to decimate public funding. Remember, their revenue base
will shift towards other powerful actors. They will derive no value from their labor and
are thus incentivized against building things that turn them into productive workers.
ROI – capital, power, and resilience – comes from ensuring the AI labs can build better
models and the companies using them can do things in the world. Also, the taxes to fund
human investment would come in large part from AGI labs. Competition between states
means that if any tries to set up a UBI with this tax, they could fall behind other states.

• Regular people will not be able to support themselves. The vast majority of people
will not have the economic power necessary to make any demands. They won’t be able
to incentivize resource-controlling actors to invest in them. That means (at best) they’ll
rely on benevolent charity frompowerful actors. Atworst, theywon’t be able to earn even
subsistence wages, and no one will step in to save them.

For a while, they might be able to generate some value. Rentier states require some humans
tomove things in the physical world – someone has to get the oil out of the ground. It could be
that humans are paid for manual labor while agents are limited to virtual forms. As robotics
improves8, the need for them will decrease. They won’t be able to participate in the economy
because they won’t be able to do anything better, faster, cheaper, or more reliably than their
artificial replacers.

In rentier states, value is derived primarily from raw materials or physical goods, which are
then sold to foreign buyers – usually other states or businesses. A few humans are involved in
the rawproduction ormanagement of this, butmost don’t benefit. You should expect a similar
scenario here. This leads to an obvious question: who are powerful actors producing anything
for?

8 This is six months old running on a much worse model than today’s state of the art ones. Again, believe in straight
lines on graphs.

https://www.youtube.com/watch?v=Sq1QZB5baNw&t=61s
https://www.youtube.com/watch?v=Sq1QZB5baNw&t=61s
https://www.physicalintelligence.company/blog/pi0
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4.3.1 Can the economy sideline human consumption?

Powerful actors have goals, and therefore so will the economy’s production. States want con-
trol over territory and companies want to enrich their owners. Individuals who have accrued
significant capital will also have goals. Maybe they’ll want to use their newfound power to col-
onize Mars or excavate the oceans. It could be less historic – plenty of ultra-wealthy people
are content to live their lives maximizing their own pleasure. All of them will want to ensure
their newfound place in society is secure, and this could require vast amounts of power and
resources.

More fundamentally, without regular people in the value production loop, there is no incentive
for spoils to go to them. As humans stop being producers, they stop earning the economic
power that lets them direct the economy with their consumption choices. The economy will
increasingly sideline them. In the limit, much of the economy could run in loops that avoid
human consumers entirely.

4.4 Breaking the resource curse

There are two main ways states completely break the resource curse: effective governance
to redistribute resources, and economic diversification9 to create incentives for states to care
about their people.

First, a state can build effective institutions tomanage a lucrative resource. Masi and Ricciuti
2019 found that, after discovering oil, most states became less democratic. However, states
with existing, relatively high levels of democracy avoided negative impacts.

Take Norway as an example. If anything, Norway has achieved a resource miracle. It’s one of
the wealthiest countries in the world, and its people have directly benefited from its resource
wealth. Norway’s Human Development Index is the second highest in the world. Its sovereign
wealth fund, which invests their vast oil rents, is worth over $1.7 trillion, or over $300k per
person. They’re also consistently ranked as one of the happiest countries.

Norway broke the resource curse through excellent governance alone, butmany caution about
trying to replicate their success. They built a strong democracy with high bureaucratic ca-
pacity before discovering oil. Dr. Steinar Holden – a Norwegian economist who served as an
advisor in their ministry of finance – explained the problem with using them as a model:

Towhat extent can theNorwegian experience be copied by other countries? This is hard to assess, in par-
ticular when it comes to countries in an entirely different political and economic phase of development.
When oil was discovered in Norway, the country had been a stable democracy since it acquired indepen-
dence in 1905. The state bureaucracy functioned well, with little corruption. The legal system worked
well, and the media was actively evaluating and commenting upon the workings of the system.

Few states are as democratic, functional, and low-corruption as Norway. This path is nar-
9 By economic diversification, wemeanmovement away from resources towards sectors with heavy human involve-
ment. See Usman and Landry 2021 for more.

https://www.lesswrong.com/posts/Kobbt3nQgv3yn29pr/my-motivation-and-theory-of-change-for-working-in-ai#Extinction_by_industrial_dehumanization
https://nosetgauge.substack.com/p/a-disneyland-without-children
https://nosetgauge.substack.com/p/a-disneyland-without-children
https://download.ssrn.com/23/03/07/ssrn_id4381252_code2517119.pdf?response-content-disposition=inline&X-Amz-Security-Token=IQoJb3JpZ2luX2VjEKj%2F%2F%2F%2F%2F%2F%2F%2F%2F%2FwEaCXVzLWVhc3QtMSJGMEQCIG6ktHg4unrB1UQQ2bVIz389PYxPB5xWp1PO9mi1H%2Fm%2FAiAJP19Hskaswnp2GitaYW4uF%2FOUO681cA4P7hGQc0EP8CrHBQiB%2F%2F%2F%2F%2F%2F%2F%2F%2F%2F8BEAQaDDMwODQ3NTMwMTI1NyIMqI%2BY56wch80e6TpbKpsF6OHqj%2FmKhhrHnNHwon2vZuqa%2FRxiV9RwitmyCT29HWxYi6r4DFKTI%2BosACRrjvOWlv53hxc%2BRtIdOPr1LNUdT64%2F1Ph5oOdU%2BGFpQAlmW75L%2F2UVcwSAwaXOGk12INdF68UVLGZ2B3OirdEprvBNLugx1MQAV%2FalrKafcC59yHEUQehScG%2FOYkcjFBYH4ZLV9%2FhFFxBrZL2bjFIs6toOhvA%2FFynekg42hZ833XA3cC9UPy2nh7Gom6Gg7B0x2xIbot%2F%2F5jyq0MbWk%2B6t%2FzqQspBiu4CM44IV2NL2aAYEr8jyV241Oj3yJlcAA0zAmuz5Rh3s1du4i1qZWxWCo8J8er8pFEfIcbTNWx%2BbJpQXN10pmm4gYsKeYYUcvqXupv%2F5luobcblDJblFhYhXK2xmX29qFljGrBzh5kcBttFtiZarAFVeLVc9X3MuUlLJW43Jn7zm1Bf6w7E5OtyOFeRClUMNNRBnSxrweIq3nsQ%2FMBKEETaEMhN%2FU9Sgd%2BPzB4dqTGH%2Bs5MM6wCT9dBBuPIbunQI%2F6MXDLHktTrNbkDW2hxvPSBKXaXLUoyx8s%2Bxtghqco1ZXhzSJcQb%2Bc%2F6aC8mOHrSIE9dc037%2Bw25OmeiH715%2FcN56O7gN%2BtZ7SMcC6faCPAOOiEJNxH3%2FQtAzk1BUrDDj0TKhe0QrvQAaQYiKGDvMsJhFLKrbIMlLQsLFMKgH0MXv%2FDYTPcladnY%2FgXhHP7qAz2bMs3J6YEGBuXNQ4z9qyd%2BnpErMWSdyXb%2FBVP2N2LiT3zVirflCKIz%2F9TPvRTZBx4CVygu%2FcIq0O%2FxiZ4Z%2BK1IrF9Sswnutkz0nJ78kpj9hEbPqYpqsowJA2b8fW8v3ax%2FJKDNmDvjLPKPa901fmoDVatqeq%2FPMjDKuMe7BjqyAS%2Ff39afDXCslHFxQQ2XZ1nrqTzgp7T6QkqZRfZiFRontef2gd12kPApHZJUgQvEiRr2nX%2Bk0F2dIUu4iF7K4LhBkDwzVFLLkAoiXtB1jpmGCmiFSMqNrzHfXommHW1w5%2Be4JvbpRnR9syft6NgoNY6SOMET16hNQnxqVGZ1yWz%2FXSq1ObgRuCVA13zY4G9AmshOs1fPBWshqsEbUwsK1L3rl%2FBdjtOvCGYpf47h0leXhcg%3D&X-Amz-Algorithm=AWS4-HMAC-SHA256&X-Amz-Date=20241230T002856Z&X-Amz-SignedHeaders=host&X-Amz-Expires=300&X-Amz-Credential=ASIAUPUUPRWERWJA2HOL%2F20241230%2Fus-east-1%2Fs3%2Faws4_request&X-Amz-Signature=047b8ac32505f8bc979e9f2eb9858e497f3f5cc350af529a2d1a3a65ff9edf8c&abstractId=4381252
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https://en.wikipedia.org/wiki/Human_Development_Index
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row and ever-shrinking; 2024 marked the 19th consecutive year of global freedom backslid-
ing. Achieving it is hard, and achieving it quickly is even harder. Few states become top-tier
democracies because they might discover oil in the future.

Second, a state can diversify the economy, putting human labor at the center so that no
one resource can dominate it. This applies to existing diverse economies, but it’s also an ef-
fective strategy even after you’ve struck oil. For example, as the world moves closer to peak
oil production,many petrostates have started diversifying. Saudi Arabia’s Vision 2030 aims to
provide “a supportive business environment for businesses of all sizes”. It is no surprise that
as Saudi Arabia hasmoved towards diversification, it has simultaneously attempted to reform
its treatment of women. However, as discussed, AGI is not a limited resource like oil. This
means the incentive to diversify will be far lower once we hit labor-replacing AI.

There is a thirdway, but it’s less relevant. Eibl andHertog2023outline that in autocratic states,
credible threats of revolt prime powerful actors to capitulate to the masses by building
welfare states. They show this path applies to most Gulf monarchy states, especially Oman.

Wehave threeobjections to this avenueasamodel for autocratic states in themidst of the intel-
ligence curse. First, we think this is not “breaking” the resource curse, because the incentives
still exist for states to deprioritize people. Second, we relatedly expect that capitulation is not
stable. Regimes which successfully co-opt their people after threats of revolt could always re-
vert back to repression. Third, we think this is much less likely to be effective for advanced
AI because we expect states to have far more infrastructural power10 as AI advances, in line
with Bullock, Hammond, and Krier’s conception of the AGI-powered “Despotic Leviathan”. As
such, powerful actors could spot nearly all major threats to their power. Moreover, new tech-
nologies like cheap and very effective autonomous drones could also change the balance of
power such that armed uprisings cannot threaten the state. For all these reasons, we expect
autocracies with labor-replacing AI to succumb to the intelligence curse; democracy is likely
a necessary precondition for breaking it.

To summarize: the resource curse disincentivizes states from investing in their people, often
to disastrous results. To break it, we have two relevant approaches:

• Trusting institutions to control the resource and stay anchored to the public good

• Diversifying the economy to put people at the center

We’ll digmore into how to solve the intelligence curse, but first we’ll consider the effects it has
on the social contract, how much economic incentives really shape society and whether AGI
might change this.

10Mann 1984 defines infrastructural power as “the capacity of the state to actually penetrate civil society, and to
implement logistically political decisions throughout the realm.” He furthers, “This was comparatively weak in
the historical societies […] once you were out of sight of the Red Queen, she had difficulty in getting to you. But it
is powerfully developed in all industrial societies.” We expect this power to be much stronger relative to modern
industrial societies post-AGI.

https://freedomhouse.org/report/freedom-world/2025/uphill-battle-to-safeguard-rights
https://freedomhouse.org/report/freedom-world/2025/uphill-battle-to-safeguard-rights
https://www.bbc.com/future/article/20230726-an-experts-guide-to-peak-oil-and-what-it-really-means
https://www.bbc.com/future/article/20230726-an-experts-guide-to-peak-oil-and-what-it-really-means
https://www.atlanticcouncil.org/blogs/menasource/vision-2030-women-economy-saudi-arabia/#:~:text=Central%20to%20these%20reforms%20is,in%20the%20workforce%20and%20business.
https://www.atlanticcouncil.org/blogs/menasource/vision-2030-women-economy-saudi-arabia/#:~:text=Central%20to%20these%20reforms%20is,in%20the%20workforce%20and%20business.
https://www.cambridge.org/core/journals/american-political-science-review/article/from-rents-to-welfare-why-are-some-oilrich-states-generous-to-their-people/77B377FA0BBE61D0B209A017AC40228A
https://commons.princeton.edu/wp-content/uploads/sites/39/2017/09/Mann-Autonomous-Power.pdf
https://arxiv.org/pdf/2503.05710
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To understand how we change the incentives that lead to the intelligence curse, we should
understand the current social contract, and how it is set to break.

Under the current social contract, powerful actors require people to sustain their power.

This is true for governments. We’ve seen how richest states are those that have the richest,
best-educated,most-productive citizens, and that grant those citizens themost extensive free-
doms to work and think as they please. This gives citizens bargaining power—if their needs
aren’t met, citizens can remove their leaders from power, since after all, the leaders cannot
have an economy or a military without the people.

It’s true as well for companies. We’ve seen how organizations that need high-caliber talent
have to offer higher salaries and lucrative benefits. If a company fails to uphold this relation-
ship, employees can join other ones or start their own.
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It’s also true for the market as a whole. Humans are the consumers, and they buy things that
either 1) theywant or 2) that assist them in earningmore to buy the things theywant. Humans
are also the producers, whichmeans that market forces incentivize investing in humans. Hu-
mans might need to serve the market, but the market serves them back.

Figure 5.1: The status quo social contract

As AI replaces the need for humans, this could be upended. The keys to power might run
entirely through non-human factors of production like land, capital, resources—and control
over AI. Regular people could be economically displaced, and powerful actors could lose their
incentive to invest in them.

Figure 5.2: The social contract under the intelligence curse

We’ve been calling this the intelligence curse.

The intelligence curse incentivizes a breakdown in the social contract that is antithetical to
democracy and human-oriented capitalism—the systems that have produced more value for
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mankind than any other in history. At their core, both capitalism and democracy uplift some
humans as a reward for them uplifting other humans, and create incentives on institutions to
care about people being well-off and capable. Everyone—including the powerful—wants regu-
lar people to do better. Both systems explicitly encourage the new to supplant the old, creating
a force for progress and social mobility.

If states follow its incentives, the intelligence curse will pull them towards entrenched author-
itarianism, ushering in unparalleled concentration of wealth and power and a closing of the
door for regular people to get ahead. But will that actually happen?

5.1 Is society really that exposed to economic incentives?

The existence of an incentive for society to move in some direction does not mean that it will
certainly happen. Cultures, governments, and institutions are also incredibly strong forces
with lots of inertia.

However, there are strong historical reasons to think that the pull of incentives, while not ab-
solute, has the foundational influence on social structures in the long run.

We’ve discussed the resource curse, a class of examples much-studied by economists. Coun-
tries rich in resources do tend to end up with worse institutions and governance. But the re-
source curse is far from the only historical comparison.

In Foragers, Farmers, and Fossil Fuels, historian Ian Morris argues that the social structures
and the values of societies undergo changes during technological revolutions. Almost all
farming societies—unlike the foraging societies before them—tended towards hierarchically-
regimented, patriarchal societies1. During the industrial era, the incentives shifted, and sud-
denly it was important for a state to have efficient markets, an educated workforce, wealthy
consumers, and sufficient freedom to enable its scientists and entrepreneurs.

1 And the farming societies that were much less patriarchal were mostly those that practiced hoe-based agriculture
(e.g. Polynesians) rather than plow-based agriculture, due to the different incentives for valuing greatermale upper
body strength, as argued by Constantin (2017).

https://nosetgauge.substack.com/p/review-foragers-farmers-and-fossil-fuels
https://www.astralcodexten.com/p/your-book-review-the-dawn-of-everything
https://srconstantin.github.io/2017/09/13/hoe-culture.html
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Figure 5.3: Ian Morris’ depiction of the ideal social structure under feudalism and industrialization in Foragers,
Farmers, and Fossil Fuels. It’s not a coincidence that the world’s countries have all taken great strides from the
left image to the right image as they adopt industrial technology.

Growth alone shifts incentives too. It’s also true that the Enlightenmentmattered, but our drift
towards liberal democracy and unprecedentedly free and empowered humans was greatly
boosted by the alignment of these things with material incentives.

As McInnes et. al. note in Anarchy as Architect, states are not free to pick their structure—they
must pick structures that are competitive with other states. The competitive requirements
change with new technologies. In particular, if a new technology allows some highly compet-
itive social structure to exist, states might be forced to adopt welfare-degrading policies in
response.

https://nosetgauge.substack.com/p/growth-and-civilisation
https://www.exurbe.com/on-progress-and-historical-change/
https://academic.oup.com/isq/article/68/4/sqae111/7757999
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Figure 5.4: The theoreticalmodel inAnarchy as Architect (McInnes et. al. 2024), showing the effects of introduc-
ing a new technology that enables high-welfare, high-competitiveness social structures. Not all technically feasible
societies (hatchedarea) are feasible, because only some (solid regions) are sufficiently high-competitiveness to survive
interstate competition and conflict. However, welfare goes up. Diagram adapted from the paper.

https://academic.oup.com/isq/article/68/4/sqae111/7757999
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Figure 5.5: The effects of introducing a new technology that enables low-welfare, high-competitiveness social struc-
tures. The new technology enables higher-welfare societies to be built (blue hatched area above the current equi-
librium welfare level). However, the most competitive societies it enables are lower welfare. Even picking the best
competitive society results in a net degradation of welfare. Diagram adapted fromMcInnes et. al. 2024.

In addition to the big examples of industrialization and agriculture that Morris discusses,
McInnes et. al. give specific examples going back to ancient times. For example, bronze-
working led to centralization of power. Bronze weapons were highly effective but bronze was
very scarce. This meant that only a small chariot-riding warrior elite could be equipped with
bronze, but this then let them dominate the battlefield. Then, developments in metallurgy
made ironworking possible. Now entire armies comprising a significant portion of the popu-
lation could be armedwith iron weapons. The small warrior elite gave way tomassed infantry
armies. Power decentralized, and the historical record shows that economic inequality fell
then too.

Technology is mostly good because it expands human capabilities, and humans prefer to use
those capabilities for good. Most technologies look like the first diagram above. But we should
work to accelerate the technologies that uplift humans and continue to bind competitiveness
and welfare.

The great blessing of our time is that competitiveness is remarkably correlated with what we

https://academic.oup.com/isq/article/68/4/sqae111/7757999
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value—liberal democracy, the rule of law, and human freedom, education, and prosperity. But
it is not a rule of nature that this correlation will continue. A liberal democracy at war must
make tradeoffs between human welfare and its continued competitiveness—and existence.
The fundamental tradeoff is between what we wish to do and what we must do.

5.2 Might AI free us from competitive pressures?

Some expect that AI will obsolete such material competitive pressures. There are three argu-
ments given for this:

First, abundance: AI might usher in massive levels of abundance that wash away all other
issues. Abundance may weaken the harshness of competitive pressures, and give cushioning
such that much can happen to people in terms of inequality, turmoil, and loss of power, while
still leaving them alive andmaterially well-off. This is good.

However, neither competitive pressures nor human greed have any intrinsic stopping point—
consider how geopolitical tensions have rocketed up recently despite history’s greatest level
of wealth. You should, as common sense tells you, be worried about the long-run stability of
any arrangement where you have no power. And even if you would survive in material com-
fort anyway, there may be much greater and more fulfilling futures available if we break the
intelligence curse than if we don’t.

Second,domination: AImight lead to a single actor takingover theworld, for example through
recursive self-improvement of an AI system creating a godlike superintelligence, or through
some company or country achieving a decisive advantage over the rest of the world that lets
them impose their will over everyone else.

We expect the AI balance to bemoremultipolar and arrivemore slowly than some of themore
aggressive scenarios predict2, making this path less feasible. More fundamentally, we are ex-
tremely concerned about the massive risk that this strategy entails. If the single actor is cor-
rupt, or if any subsequent transfer of power fails or corruption arises, there is no recourse. Ar-
guing for personal power based on prosocialmotives, and then diverting that power to serving
your selfish interests, is one of the most prototypical human failures.
2 For example, Kokotajlo et. al.’s AI 2027 scenario describes an intelligence explosion happening in 2027, driven
by the development of superhuman AI coders and then superhuman AI researchers that are set to work improv-
ing themselves. This then leads to recursive self-improvement of the AIs as well as the very quick development of
general-purpose robotics. While we cannot rule out such a scenario, our roughly-median scenario for the future
is described in A History of the Future (part 1, part 2, part 3). We expect AI takeoff to be continuous and gradually-
accelerating, but that explosive economic growth and the transformation of the physical world will be bottlenecked
by robotics (see e.g. here for some economicmodelling). We also expect that not everything needed for AI progress,
robotics progress, or other scientific progress will be something where we can quickly and cheaply make progress
purely digitally. Current AI relies on huge quantities of data, either provided directly through a dataset that the
AI learns to imitate, or feedback provided by a reinforcement learning (RL) digital environment. Current AI also
increasingly learns generalizing skills that both transfer across tasks and let it deeply understand its training data
rather than just shallowly imitating it, but the exact extent and trends are complicated and subtle, in both the im-
pressive and the unimpressive. While AI is likely to improve very quickly on anything where there is a huge dataset
or there is a digital short-time-horizon RL environment we can build that rewards success, we think there is un-
certainty over how fast AIs improves on other tasks. Much depends on how the new reasoning model paradigm
generalizes. Because we expect slower AI takeoff, we expect a more multipolar outcome, since the first actor to
enter the recursive self-improvement phase does not automatically get an incredible lead.

https://nosetgauge.substack.com/p/a-history-of-the-future-2025-2027
https://ai-2027.com/
https://ai-2027.com/
https://ai-2027.com/
https://nosetgauge.substack.com/p/a-history-of-the-future-2025-2027
https://nosetgauge.substack.com/p/a-history-of-the-future-2027-2030
https://nosetgauge.substack.com/p/a-history-of-the-future-2030-2040
https://inferencemagazine.substack.com/p/how-much-economic-growth-from-ai
https://arxiv.org/abs/2406.14546
https://arxiv.org/abs/2406.14546
https://aiguide.substack.com/p/the-llm-reasoning-debate-heats-up
https://tmychow.substack.com/p/from-apples-to-strawberries
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Third, coordination: AI might enable radical new coordination technology. Wemight experi-
ence the “Choice Transition”, where aggregate competitive pressures stop driving history, and
instead deliberate long-horizon steering by humanity’s collective preferences always has the
deciding vote. New types of institutions and new coordination technology might let us steer
around competitive traps, without requiring a single centralized actor, much as markets let
us plan economic activity without central planning.

Radical levels of beneficial coordination without any power concentration risk or any of the
standard failures of central planningwould certainly be great, if it were possible. There’s some
chance that AI-powered coordination technology eventually takes us further towards this than
we can currently imagine, but we do not expect the technology or the institutional readiness
and coordination to arrive before the intelligence curse starts to bite. By default, we expect
to unlock the labor-replacing impacts of AI before its other transformational impacts. And
so, while we are excited about technology for better coordination and institutions—in fact, we
propose several ideas for this in the next essay—we feel deeply wary about betting the future
of humanity on only that.

5.3 Differential technological development

While we’re pessimistic about coordination-based solutions fully solving the problem, and
whilematerialist explanations of societymay sound demoralizing, they tell us something very
powerful: by building different technologies, we candurably push society in a better direction.

Differential technological development was advocated by Vitalik Buterin in his essay “My
techno-optimism”. Like Buterin, we reject the idea that technology is inexorably driving us
towards either doom or utopia, and that all we need to do is either slow down or speed up the
rate of technological progress.

https://strangecities.substack.com/p/the-choice-transition
https://epoch.ai/gradient-updates/most-ai-value-will-come-from-broad-automation-not-from-r-d
https://vitalik.eth.limo/general/2023/11/27/techno_optimism.html
https://vitalik.eth.limo/general/2023/11/27/techno_optimism.html
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Figure 5.6: Vitalik Buterin’s illustration of attitudes towards technological progress (original here). Both simplistic
views are incorrect. There are dangers both ahead and behind, and there are forks in the path.

We can’t decide which technologies are possible, but we can decide which ones we build. And
by deciding what to build, we shape the incentives that in turn shape society.

5.4 The good outcome

We want to live in a world where:

1. Humans can create economic value for themselves and can disrupt existing elites well
after AGI.

2. Everyone has an unprecedentedly high standard of living, both to meet their needs and
to keep money flowing in the human economy.

3. No single actor or oligarchy—whether that be governments, companies, or a handful of
individuals—monopolizes AGI. By extension, no single actor monopolizes power.

4. Regular people are in control of their destiny. Wehold as a self-evident truth that humans
should be the masters of their own futures.
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Figure 5.7: The social contract we’re aiming for with AGI: AI helps both powerful actors like states and companies,
as well as people. People can displace powerful actors, driving social change and progress. The people can influence
rules that constrain the powerful.

To do that, we should build technologies that help people remain economically relevant, that
reduce concentration of power risks, that improve our institutions, and that guard against
catastrophes.



6 Breaking the Intelligence Curse

We want a flourishing, prosperous, free society. Given the powers of AI, good institutions and
governance are more important than ever. To achieve this, we should build tech and enact
policies that democratize our institutions, connecting them closer to the people they serve.

However, due to the intelligence curse, institutional solutions alone won’t be stable. The intel-
ligence curse is especially worrying to the extent that it bites during the period when the in-
stitutional and policy-related work is being done—which could range from a gradually-falling
labor shareof income toan immediate andoutright coup—andbecauseofwhat it implies about
long-term stability.

Therefore, we want to diffuse decentralized technology that uplifts human economic rele-
vance as much as possible.

However, the diffusion of powerful technology creates risks of bad actors (whether human or

https://gradual-disempowerment.ai/misaligned-economy
https://gradual-disempowerment.ai/misaligned-economy
https://www.forethought.org/research/ai-enabled-coups-how-a-small-group-could-use-ai-to-seize-power
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AI) causing havoc. Indirectly, the threat of this havoc also creates reasons to centralize and se-
curitize, which threatens the ability to diffuse. Therefore, we need to harden the world against
security threats frommisuse & AI. We need to avert catastrophes.

To achieve these goals, we need to work backwards, addressing each issue at the source.

6.1 Avert

First, we need to avert security risks from AI proliferation, including rogue AIs and catas-
trophic misuse of AI by humans.

Doing this is good for the sake of it. AGI could assist bad actors in creating new security threats
or causing catastrophes—or, if misaligned, be a security threat on its own. We should prevent
these potential catastrophes from occurring. The case for the plausibility of a catastrophic
threat fromadvancedAI technology has beenmade elsewhere at length, andwewill not repeat
it here.

But there are two paths to averting these risks. You could lock down the labs, centralize the
technology, and prevent it from proliferating. Or, you could build technical solutions to solve
AI’s potentially catastrophic risks.

We strongly endorse the latter, because the former is the most likely way to trigger the intelli-
gence curse.

6.1.1 Averting catastrophe enables liberty

Technology that removes the threat of catastrophe enables safe decentralization by removing
the incentive to lock down, pause, or centralize—all of which require dramatic concentration
of power into the hands of a small number of actors. If we fail to adequately manage AI risks,
we could face a catastrophe resulting from rogue AI or an engineered pandemic, or a “warning
shot”–that is an AI-powered event that results in a non-existential catastrophe and might be
a harbinger of worse to come.

The threat of such catastrophes has inspired various centralizing proposals. PauseAI’s Pro-
posal would create a global governance regime that could unilaterally decide when AI models
over 1 billion parameters (that’s smaller than GPT-2) could be trained and when any general
purposemodel could be deployed, even in the face of objections from individual countries. As
they concede (though do not provide a recourse for), “centralization of AImightmake takeover
risksworse” by creating “a single point of failure, which human greed and stupidity could take
advantage of.”

Another example is found in Bostrom’s paper on the “The Vulnerable World Hypothesis”. He
proposes a “High-tech Panopticon”, a double-Orwellian1 method of preventing extinction if

1 Double-Orwellian in the sense that it is both an Orwellian policy and that it uses newspeak to cloak its draconian
policies in pro-freedom language.

https://arxiv.org/abs/2306.12001
https://time.com/7014800/ai-pandemic-bioterrorism/
https://longtermrisk.org/overview-of-transformative-ai-misuse-risks-what-could-go-wrong-beyond-misalignment/
https://pauseai.info/proposal
https://pauseai.info/proposal
https://pauseai.info/mitigating-pause-failures
https://pauseai.info/mitigating-pause-failures
https://nickbostrom.com/papers/vulnerable.pdf
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technology enables regular people to cause mass catastrophes:

“Everybody is fitted with a ‘freedom tag’ – a sequent to the more limited wearable surveil-
lance devices familiar today, such as the ankle tag used in several countries as a prison al-
ternative […]. The freedom tag is a slightly more advanced appliance, worn around the neck
and bedecked with multidirectional cameras and microphones. Encrypted video and audio
is continuously uploaded from the device to the cloud andmachine-interpreted in real time.
AI algorithms classify the activities of the wearer […]. If suspicious activity is detected, the
feed is relayed to one of several patriot monitoring stations. These are vast office complexes,
staffed 24/7. There, […t]he freedom officer then determines an appropriate action, such as
contacting the tagwearer via an audiolink to ask for explanations or to request a better view.
The freedom officer can also dispatch an inspector, a police rapid response unit, or a drone to
investigate further. In the small fraction of cases where the wearer refuses to desist from the
proscribed activity after repeated warnings, an arrest may be made or other suitable penal-
ties imposed. Citizens are not permitted to remove the freedom tag, except while they are
in environments that have been outfitted with adequate external sensors (which however in-
cludesmost indoor environments andmotor vehicles). […] Both AI-enabledmechanisms and
human oversight closely monitor all the actions of the freedom officers to prevent abuse.”

Other proposals, including Aschenbrenner’s proposal of locking down the labs and launching
“The Project”, and similar “put all power into the national government” policies face the same
problem: they create authorities that, upon achieving anddiffusingAGI, would have unilateral
control of global technological advancement and would simultaneously control the means of
economic production.2

History is riddled with examples of calls for centralization in the hands of one actor, followed
by a promise that such an actor will use their power benevolently or dissolve themselves.

For example, under Marxist-Leninist theory, after a socialist revolution, a temporary “dicta-
torship of the proletariat” should be established where power (both economic and political) is
centralized in the hands of the state, controlled by the proletarian via the Communist Party.
This, in theory, would be used to empower the proletariat and repress the old bourgeoisie or-
der. Marxists theorized that this would lead to “the withering of the state”, eventually achiev-
ing communism–a classless, stateless society.3 In practice, however, this centralization gave
Stalin thepower to implement someof themostdraconianpolicies inhistoryunder a strength-
ened state, which had no incentive to fade away.

We trust history and incentives, and both paint a bleak picture of how humans would fare
in this world–disempowered, exploited, and at the mercy of actors they have little ability to
influence.

We expect that, while these policies are politically infeasible today, they would be unlocked
following some kinds of AI warning shots.4 Historically, catastrophes create the environment
2 If AI becomes a substitute for human labor, centralizing it in the hands of one actor is in practice centralizing the
means of economic production into that actor. This is akin to central planning.

3 See Lenin’s The State and Revolution
4 Wehold that there is a five-part taxonomyofwarning shots, ofwhich two clearly result in centralizing safety policies

https://situational-awareness.ai/lock-down-the-labs/
https://situational-awareness.ai/the-project/
https://www.marxists.org/ebooks/lenin/state-and-revolution.pdf
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for government power grabs, just like the ones described above. Once enacted, they will lead
to centralization and enable authoritarianism.5

If you are a proponent of human liberty or technological progress, you should be the strongest
advocate for technologies thatmitigateAI’s potentially catastrophic risk. Ifwedon’t do this and
a catastrophe occurs, the most likely policy outcomes are one-way tickets to the intelligence
curse.

6.1.2 Technology to avert catastrophe

Defensive technologies in the line of Vitalik Buterin’s d/acc proposal and Bernardi et. al’s so-
cietal adaptation framework enable a Swiss Cheese approach to AI risk mitigation, where no
one layer eliminates all risks but the combined layers make them extremely unlikely.

Figure 6.1: An example of the Swiss Cheese risk mitigation model, where each arrow represents a risk and each
slice represents a defensive measure. Source: CAIS

Weendorse this approach, which balances safety concernswith authoritarian risks. Below, we
outline specific technologies that, if implemented, could lower risks to an acceptable level in
each key issue are. We focus on what we believe are the most likely catastrophic threats from

being enacted by governments. In order of least to most likely to trigger dramatic policy changes (a similar point
has been made by Anton Leicht here): (1) A warning shot that looks like a malfunction or glitch: a small-scale AI
disruptionwithoutmajor lossof life that is plausiblybecauseof anerror, rather thanhumanmisuseor an intentional
nefarious action by an AI system. This could be a mistake from an autonomous weapon or a cyber-attack with
limited disruption. Actorsmay be incentivized to labelmanywarning shots as glitches even if amodel intentionally
took those actions for the purpose of gaining power or causing harm. We expect no policy changes from this. (2) A
limited human-enabledwarning shot: a human uses a system to cause small-scale disruptionwithoutmajor loss of
life. This could be similar to the first type of warning shot or somewhat greater. We expect minimal policy changes
from this, mostly targeting liability or criminal penalties for humanmisuse. (3) A warning shot that originates from
a foreign entity of a rival country: A rogue AI of foreign rival origin or a foreign group of a rival country using AI
causes a large-scale catastrophe. We expect dramatic policy changes aimed at accelerating domestic AI progress
in this scenario. (4) A large scale human-enabled warning shot: A human commits a terrorist attack or othermajor
catastrophe using AI. We expect dramatic policy changes towards centralization in this scenario—but only if it’s
clear that it was AI-enabled. In the case of an engineered pandemic, its origins and the extent to which it was AI-
enabledmight be unclear for years afterwards, for example. (5) A large scale autonomous warning shot: A rogue AI
system commits or is caught trying to commit a catastrophe that results or would result in catastrophic loss of life.
We expect dramatic policy changes towards centralization in this scenario.

5 For additional evidence, see Higgs’ Crisis and Leviathan which argues that in modern times the powers granted to
government tend to ratchet up during times of crisis and not abate afterwards (summarized here), and OleWæver’s
chapter “Securitization and Desecuritization” which emphasizes the power of just the speech act of framing some-
thing as a security issue in justifying extraordinary measures.

https://vitalik.eth.limo/general/2023/11/27/techno_optimism.html
https://arxiv.org/abs/2405.10295
https://arxiv.org/abs/2405.10295
https://www.aisafetybook.com/textbook/component-failure-accident-models#swiss-cheese-model
https://www.aisafetybook.com/textbook/component-failure-accident-models#swiss-cheese-model
https://writing.antonleicht.me/p/do-you-need-a-wake-up-call
https://www.cato.org/sites/cato.org/files/serials/files/cato-journal/1988/11/cj8n2-14.pdf
https://www.libraryofsocialscience.com/assets/pdf/Waever-Securitization.pdf
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AI: misuse risk (biosecurity, cybersecurity, and physical security), misalignment, and loss of
control.

Biosecuritymatters, most critically for preventing pandemics. AI might make it easier to en-
gineer pandemics, though this will remain bottlenecked on physical materials and wet lab
skills. Methods for stopping pandemics from starting include:

• KYC (know-your-customer) and purchase-tracking tools to bring a high level of over-
sight to thepurchaseofpotentially dangerousbiologicalmaterials, similar to anti-money
laundering infrastructure.

• Screening of orders from DNA synthesis providers, which is currently a voluntary
standard and mostly focused on known pathogens, but should expand to include AI es-
timation of the pandemic potential that would catch even novel pathogens.

• Wastewater monitoring to detect any pathogen that is increasing quickly.

If a pandemic has already started, slowing it down will benefit greatly from:

• UV-C lighting in HVAC systems to kill pathogens that are circulating in the air, doing for
air what filtration and chlorination did for the water supply in the late 1800s and early
1900s (ending typhoid, cholera, and dysentery epidemics).

• Haze (triethylene glycol) is safe to breathe and kills pathogens, potentially even more
effectively than UV-C. It is a chemical precursor in a lot of supply chains, so it could be
easy to mass-produce quickly in the event of a spreading pandemic if work on distribu-
tion is done ahead of time. Deploying it in high-risk sites like hospitals or ports could
slow the spread of a pathogen.6

• Rapiddistributionof vaccineswouldhelp, thoughcurrently regulatory approval fornew
vaccines requires clinical trials that are a bottleneck on speed.

As a side-effect, decisively dealing with pandemic threats might also mostly solve infectious
disease.

Cybersecurity can roughly be split into “hard” cyber focused on technical vulnerabilities, and
“soft” cyber focused on access management, operational security, and preventing social en-
gineering attacks.

On the technical side, perhaps the biggest single risk from AI cyber offense is unprecedented
amounts of hacking effort being spent on legacy code maintained by organizations without
deep technical competence, especially when this code controls physical infrastructure (code
handled by technically-competent organizations will likely be upgraded quickly). Some ap-
proaches that help with technical cybersecurity risks are:
6 Thanks to Andrew Snyder-Beattie for drawing our attention to triethylene glycol.
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• Formal verification of code currently requires lots of bespoke mathematical work, but
AI might make this feasible at scale.

• “The Great Refactor”: using AI to rewrite many existing codebases from the ground up
to be more secure and maintainable.7

• AI might bring down the cost of human-like flexibility in classic vulnerability detection
methods like static analysis, fuzzing, and penetration testing.

• Hardware securitywill matter more, as there will be more incentive to attack chips (es-
pecially if software vulnerabilities are patched through the above, or nation-state -level
actors want to damage or spy onAI hardware of competing nations). Tamper-proof chip
enclosures are one approach.

On the operational side, perhaps the biggest risk is automated social engineering (which has
already been responsible for major cyber incidents). Solution approaches include:

• LLM scanning of incoming messages will help against spear-phishing.

• LLMs will makemonitoring logs for signs of attack easier.

• AI can also help with fine-grained permission management, which is currently a ma-
jor source of complexity in high security IT, improving both productivity and security at
the most security-conscious organisations (e.g. intelligence agencies, the military, and
hopefully AI labs).

Physical securityadvancesmight alsobecome important in aworld of cheapandautonomous
drones or robots with lethal capabilities.

AI alignment ensures that AIs pursue the goals that their creators give them, avoiding rogue
AIs. While the other items in this category are about hardening the world against harm from
AIs or AI-boosted humans, alignment is about making the AIs intrinsically less harmful—but
both serve the same goals of reducing the chance of catastrophes and reducing the need to
centralize to prevent those catastrophes. Alignment agendas have been discussed at length
elsewhere8, but in brief:

• Scalable oversight is about figuring out how to give accurate feedback to powerful mod-
els, to avoid incorrectly rewarding incorrect or duplicitous behavior frommodels. RLHF
is an example; other work strands include weak-to-strong generalization and AI safety
via debate (theory; empirical work).

• Interpretability aims to understand what neural networks are doing, in hopes that this
then lets us verify and/or steer model behavior. Mechanistic interpretability aims to
understand the final trained models, while developmental interpretability studies how

7 Thanks to Herbie Bradley and Girish Sastry for this idea, expanded on in a forthcoming work of theirs.
8 For example, see the overviews of the alignment agenda landscape given here or here.

https://en.wikipedia.org/wiki/2015_Ukraine_power_grid_hack#Method
https://redwoodresearch.substack.com/p/access-to-powerful-ai-might-make
https://redwoodresearch.substack.com/p/access-to-powerful-ai-might-make
https://arxiv.org/abs/2307.15217
https://cdn.openai.com/papers/weak-to-strong-generalization.pdf
https://arxiv.org/abs/1805.00899
https://arxiv.org/abs/2402.06782
https://arxiv.org/abs/2501.16496
https://devinterp.com/
https://www.lesswrong.com/posts/fAW6RXLKTLHC3WXkS/shallow-review-of-technical-ai-safety-2024#Graveyard__known_to_be_inactive_
https://adamjones.me/blog/rough-alignment-plan-early-2025/
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models learn.

• Automated alignment research aims to punt the above problems to the AIs.

AI control aims to make sure that evenmisaligned AIs cannot cause havoc. It is in-line with a
standard security mindset where you want security to hold even if you’remakingminimal as-
sumptions about a system. This should be our stance towards AIs until we have good evidence
on alignment.9

6.1.3 Policies to support this

Our key policy ask is for government-supported moonshot projects for the risk-reducing
tech we outline above, modeled after Operation Warp Speed.

There are otherways inwhich policy could support the technical interventions outlined above
as well. This is especially true for biosecurity threats, which are the hardest for the private
sector alone to solve. In particular, governments should mandate KYC (know-your-customer)
rules for DNA synthesis providers, fund wastewater monitoring for pathogens, and ban gain-
of-function research—the creation of pandemic-potential pathogens in the lab for dubious in-
formation gain.

6.2 Diffuse

Second, we need to diffuse AI widely. This has two parts.

First, we want to align human capabilities with the needs of institutions, by uplifting humans.
If humans can provide the things that powerful states and companies need, the interests of
power will naturally lead to investment in humans. We should develop and diffuse AI-enabled
technology that augments human productivity and keeps humans in the loop of economic
value production.

9 For more on AI control, see the original paper here, and follow-up work here and here.

https://aligned.substack.com/p/alignment-mvp
https://en.wikipedia.org/wiki/Operation_Warp_Speed
https://www.nature.com/articles/s41591-022-01940-x
https://hsph.harvard.edu/news/little-to-be-gained-through-gain-of-function-research-says-expert/
https://hsph.harvard.edu/news/little-to-be-gained-through-gain-of-function-research-says-expert/
https://arxiv.org/abs/2312.06942
https://arxiv.org/pdf/2501.17315
https://arxiv.org/abs/2504.05259
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Figure 6.2: A simplified example of a hypothetical closed-loop, fully-automated economy where humans have no
role.

Figure 6.3: Human-in-the-loop technology keeps humans in the economic loop of value production, and keeps
profit flowing to human labor in addition to those (humans or AIs) who own control AI-related capital.
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Second, diffusion helps to decentralize10 in ways that prevent dangerous power concentra-
tion.11

Figure 6.4: Decentralization of AI capabilities helps with the balance of power.

If the personal computing revolution had never taken off, computers would have continued
being a centralizing tool that helps large companies and bureaucracies consolidate power. But
with the personal computing revolution, computing becameadecentralizing force that helped
uplift everyone’s capabilities, while also enabling breakthrough startups that disrupted the
status quo.

In the short-run, building human-augmenting technology means a wide variety of humans
continue producing value for longer. This makes decentralization more likely to occur: in-
stead of just a small cohort of AI companies and their suppliers capturing value as they grad-
ually automate the rest of the economy, human-augmenting techmakes everyonemore com-
petitive, helping them earn capital and resources, and retain and develop pools of knowledge,
data, and experience that guard against winner-take-all centralization. We should aim for a
10It is often argued that rogue AI takeover risk is minimized if all AI development is centralized in the hands of one
actor, which can then proceed carefully and without race dynamics. However, it is underappreciated that rogue
AI takeover is slowed if the rest of the world is more capable. If you think that the rogue AI will definitely undergo
recursive self-improvement that lets it bootstrap to a very high power level, then you want to minimize the chance
that a rogue AI is ever created. But if you think recursive self-improvement will not be incredibly fast, then any
rogue AI trying to take over will find it harder the more AI capabilities are diffused through the rest of the world.
Thus, in the most likely world, AI diffusion is good for reducing AI takeover risk.

11Ofcourse, some typesof restrictionsonAIhelpwithpowerconcentration. Inparticular, restricting theAI capabilities
of totalitarian states is good for power concentration risks.

https://nosetgauge.substack.com/p/a-history-of-the-future-2025-2027
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period—as long as possible—where humans and AIs specialize in complementary tasks and
have symbiotic economic roles, rather than taking the shortest route to full AI substitution of
all human labor.

In the longer-run, AI capabilities will advance enough that human economic competitiveness
will become rarer and rarer. The human role will increasinglymove to one of delegation, own-
ership, and value-setting, as well as likely maintaining relationships with other humans and
perhaps interfacing with the legal system. By this time, we expect there will have been decen-
tralization of the creation, ownership, and control of the value-creating parts of the AI econ-
omy that keepshumans in the loopof the economy, evenas the economydecouples fromdirect
human labor.

Figure 6.5: Two stages of diffusion, as AI capabilities improve.

6.2.1 Short-term: extend the human-in-the-loop period to enable decen-
tralization

Everyoneagrees that human-augmenting techwouldbedesirable, butmanyof thosewhohave
“woken up” about AI think AI progress will just be too fast.

It’s true that there is no fundamental theoretical blocker to AI being able to complete every
task that humans can. It’s also true that AIs have more flexibility in their hardware and soft-
ware than humans. This will mean AIs could eventually be faster, cheaper, and more capable
than humans, at least in theory—but it’s uncertain how quickly this could be realized. There is
reason to believe that the period of augmented humans being state-of-the-art exists and lasts
years, that this period can be extended, and that extending it is valuable.

First, consider the current state. The fastest-growing AI startup is Cursor, a coding tool
that puts the human firmly in the driver’s seat, and more so than in many competing, less-
successful products. METR’swork shows that AIs are getting better at solving taskswith longer
and longer time horizons, but on current trends they will take almost 7 years to reach a 1-
month time horizon and almost 9 years to reach a 1-year time horizon with 80% accuracy on
completed tasks. True, algorithmic breakthroughs among other things are very likely to speed

https://sacra.com/research/cursor-at-100m-arr/
https://www.cursor.com/
https://arxiv.org/abs/2503.14499
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up progress here, but also note that METR’s results are on clearly-defined software engineer-
ing tasks that don’t require deep context. We expect hard-to-judge, vague, context-rich tasks
to take longer for AIs to crack. It will be hard to compile the dataset, and hard to build the RL
environment.12 These moats will not last forever, but we believe that we have at least a few
years.13

Second, extending this window is valuable, both for governance and decentralization. The
longer humaneconomic relevance lasts, themore time there is for people towakeup toAI, and
for discussion and movement-building around governance.14 Political change can take time,
and the intelligence curse is likely to bite much harder and faster if the society both wakes
up to full automation and then gets automated within one election cycle. “Shock therapy”,15

where humans are left unemployable overnight, will likely also lead to a more extreme and
chaotic political reaction.

As discussed above, extending the human-in-the-loop period for as long as possible also helps
decentralizeAI: rather thana fewAI labsmakingabreakout run to seize theeconomy, theuplift
provided to AI diffuses more widely, allowing a much greater number of actors to accumulate
skills, ownership, specializations, and experience in theAI-enabled economy. Thismight help
keep the balance of power in society much healthier, without needing to rely on government
redistributionandantitrust alone. Overall, wewant to extend theperiodduringwhichhumans
are needed to meet the needs of powerful actors,16 which in turn extends the period during
which states and companies have unlegislated incentives to care about humans, and gives
more actors time to get a foot in the AI-enabled economy before human relevance ends.17

Third, it is possible to extend this time window through differential technological develop-
ment. A focus on short AGI timelines and the inevitability of the AGI race as the overriding
brute facts of our time is likely correct, but can easily obscure that there are needles we can
move.

12As an OpenAI researcher put it: “We do not rise to the power of our RL optimization algorithms—we fall to the
hackability of our RL environment”.

13An additional ray of hope is based on recent work from Epoch, which argues that most AI value will come from
general automation rather than automated AI R&D, and that AI R&Dmight be significantly harder than automating
labor (see also this piece from Jack Wiseman & Duncan McClements that makes related points). This could incen-
tivize AI labs to prioritize using their limited compute for widespread deployment in the areas where it’s already
possible, over R&D to crack fully-general human-replacing AI. Thus, profit incentives might actually keep humans
advantaged for longer.

14It’s also true that progress being too slow could result in a boiling frog effect. However, we expect AI progress to be
fast enough that this is not an issue.

15For a historical example of quick economic transitions enabling power consolidation away from regular people, see
how shock therapy in Russia led to the rapid rise of the oligarchs who quickly gobbled up all resources. The new
oligarchs formed an interdependent relationship with Yeltsin. Later, Putin used this power to cement himself as
an authoritarian leader, ultimately unshackling himself from the constraints of even the oligarchs. For more, see
Rosalsky’s summaries of this here and here.

16Thank you to Liam Patell and David Duvenaud for suggesting this phrasing.
17See Huang & Manning (2025) for a thorough explanation as to why pre-AGI measures are preferable relative to
post-AGI redistributive policies.

https://x.com/_jasonwei/status/1890117502149226601
https://epoch.ai/gradient-updates/most-ai-value-will-come-from-broad-automation-not-from-r-d
https://inferencemagazine.substack.com/p/how-much-economic-growth-from-ai
https://www.npr.org/sections/money/2022/03/22/1087654279/how-shock-therapy-created-russian-oligarchs-and-paved-the-path-for-putin
https://www.npr.org/sections/money/2022/03/29/1088886554/how-putin-conquered-russias-oligarchy
https://www.noemamag.com/heres-how-to-share-ais-future-wealth/?utm_source=noematwitter&utm_medium=noemasocial
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6.2.2 Building tech for human capabilities

We should build technology that is a complement rather than a substitute to human labor.
Tools like hammers and computersmakehumansmore effective at theirwork, and so are usu-
ally complements to human labor. Generally, even if labor-complementing tools might shift
the landscape of jobs and tasks, they generally lead not just to more growth and abundance
overall, but also often tend to increase the returns to human labor and therefore increase hu-
man wages.18 However, the vision of AGI is human-substituting in its very definition: general
intelligence, that does everything a human can.

Agency and human-likeness has taken over everyone’s conception of AI. But in addition to
human-like agents, there are many other types of helpful intelligences: tools, world models,
information retrieval, pattern completion, advisors, and collective intelligence—implemented
by systems like APIs, predictionmarkets, Community Notes, and so on.19 We can also decom-
pose agency into parts: goals, situational awareness, planning, implementation, and actions
are all components of an agent. These do not have to be assembled into one single artificial
entity, and AI is currently progressing far from uniformly on these axes.

Instead of “unitary agents” that do all of these functions, we should accelerate the develop-
ment of AI systems that perform subsets of these, with humans or other systems filling in
the gap. There are reasons to think that agents are the most competitive in the long run
and approaches that factorize agency are eventually uncompetitive, but at the moment it
seems like long-horizon agency is one of the things AI is worst at and many avenues for AI
development—including many of the most immediately-profitable ones—are not about creat-
ing unitary agents. Humanity should resist the memetic forces pushing along the AI agent
hypetrain, and differentially accelerate other branches of the tech tree.

Consider theCEOof a company. ACEO is an importantpart of a company, even if for everything
the CEO does there is someone in the company better at it. Humans might remain in charge
and in control, acting as a CEO or executive function to teams of AIs even once the AIs are
superhuman at most tasks.

In particular, given the current pattern of AI capabilities, we expect many of the most effec-
tive products will leverage human direction, understanding of context, and ability to deal with
exceptions, to drive AI systems that do most of the work. Humans could continue providing
value through good taste in judgement and strategy. Top-down control of society by a few
AI systems also suffers from the same problems as central planning. Hayek argued for the
importance of unwritten tacit and local knowledge in managing the economy, and how this
makes distributed and decentralized control necessary. As we’ve argued before, there are
good reasons to think distributed control remainsmore effective than centralization in the AI
economy, and even better reasons to push technology that helps keep the production of value
decentralized, rather than enabling top-down control by the few or a singleton AI system.

18Note that this sentence is intentionally hedged as there are many factors and subtleties that differ between roles
and sectors.

19Eric Drexler has written extensively about these topics, and we’re also indebted to several discussions with Tom
Everitt about his forthcoming work on related issues.

https://www.lesswrong.com/posts/jpGHShgevmmTqXHy5/decomposing-agency-capabilities-without-desires
https://www.lesswrong.com/posts/jpGHShgevmmTqXHy5/decomposing-agency-capabilities-without-desires
https://www.alignmentforum.org/posts/tmuFmHuyb4eWmPXz8/rant-on-problem-factorization-for-alignment
https://en.wikipedia.org/wiki/Executive_functions
https://lukedrago.substack.com/p/the-future-of-taste
https://www.econlib.org/library/Essays/hykKnw.html
https://lukedrago.substack.com/cp/160938645
https://www.fhi.ox.ac.uk/wp-content/uploads/Reframing_Superintelligence_FHI-TR-2019-1.1-1.pdf
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Below we give some starting points for what technology to build to enable diffusion.

Pro-humanuser interfaces.Wehavenot yet seenSteve Jobs-level product insight anddesign
applied to any AI tool. Effort is increasingly spent on developing AI agents rather thanAI tools.
This should change.

Increasing AI-human bandwidth and decreasing latency. This lets humans incorporate AIs
more solidly into their workflows and direct them faster andmore carefully,making symbiotic
human-AI systemsmore competitive.

• Augmented reality tools could help humans make decisions and take actions while
receiving information at a high rate from AIs. One vision of very powerful such tools is
given in this story.

• Brain-computer interfaces (BCIs).20 Instantaneous human-to-AI feedback via BCI al-
lows humans to be effective overseers and managers of AIs, and integrate more tightly
into human+AI systems21. BCIs should be noninvasive to reduce adoption barriers.

Localized AI capabilities could decentralize power from the labs and help keep more actors
economically relevant.

• Easy finetuning of AI models so that people, small businesses, and startups can create
AI finetunes that embody their local knowledge as well their personal judgement,
taste, and sense of direction. To the extent that local and personal knowledge/taste is
important, this will help non-lab actors stay relevant and competitive, by scaling their
local knowledge and taste with AI productivity—see here and here for more on taste and
local knowledge. Moreover, rather than aligning to a nebulous concept of overall human
values or a company’s preference, such systems could be aligned to individual users
themselves.

• Decentralized robotics. Data is a major bottleneck in robotics, and Moravec’s paradox
suggests that robotics might lag behind other AI capabilities. Robotics might remain
based on task-specific finetuning, as is currently the case even for state-of-the-art deep
learning -based robotics. This might create a world where the data and task-specific
finetunes formanufacturing robots are distributed acrossmany actors, rather than cen-
tralized into a small number of large companies, especially if we can push open-source
robotics hardware and base models, and make robotics fine-tuning easy. However, one
big algorithmic breakthrough in robotics data generalization could break this possibility.

• Helping humans own& control local data. If AI can cheaply do any valuable processing
or deduction work when given some data, the ability to do intellectually valuable work

20See here for some speculation on what BCIs enable in the longer-term.
21Note that BCIs also increase some authoritarianism risks by letting governments read (and maybe eventually con-
trol) minds. However, we expect a combination of privacy tech & practices, and good institutions and laws, will
make BCIs net-good.

https://www.asimov.press/p/gentle-romance
https://lukedrago.substack.com/p/the-future-of-taste
https://lukedrago.substack.com/p/the-use-of-knowledge-in-agi-society
https://epoch.ai/gradient-updates/movarec-s-paradox
https://www.physicalintelligence.company/blog/pi0
https://www.physicalintelligence.company/blog/pi0
https://www.beren.io/2023-04-23-Composable-latent-spaces-BCIs-modular-minds/
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will increasingly be bottlenecked by whether you can physically and legally give the
required inputs to the AI, rather than by the information processing itself. Helping
individuals and small businesses collect & manage their own data, and then protect
that data from centralised AIs (through methods from using open-source LLMs in-
stead of AI lab APIs, to deliberate obfuscation and keeping data off the public internet
while it’s still useful), would help the balance of power. This could be combined with
data marketplaces and other systems that reduce friction in data trades while letting
data owners profit from their data, as long as participating in such trades does not irre-
versibly and unfairly cheaply give up existing datamoats in a way that centralizes power.

• Distributed training runs, such as what Prime Intellect is doing, might allow decentral-
ized groups to train AI models.

• Local compute for running powerful models. Much of this is downstream of GPU prices,
and eventually we might hope for a GPU in every home, much as computers went from
unaffordable to everyone owning one (at least in the form of a phone). However, in
the meantime performant GPUs are very expensive, and while some are trying, LLM
inference is made cheap through maintaining high throughput by pooling requests
from many users. Confidential computing technologies could let you run workloads on
data centers with attestable security and privacy guarantees. Better tools for distributed
infrastructure would allow a larger number of players to spin up their own compute
clusters that they control, and reduce the cost barrier to controlling your compute.

• Cheap AI in general, especially open-source AI. A bad outcome is if, say, a system that
canmostly substitute for some high-skill job costs ~$20,000/year—an amount that lets a
company replace an employee, while making it hard for an individual human to benefit
from it. While LLM inference prices are falling exceptionally quickly, there might be an
intermediate periodwhere the pricing is particularly disadvantageous to consumers and
small companies while allowing incumbents to steamroll ahead. OpenAI, for example,
reportedly plans to soon charge up to $20,000 per month for its most advanced AIs.22

Open-weights and open-source AI in particular helps put price pressure on AI labs that
prevents this state of affairs from lasting long.

As mentioned, we don’t pretend that human augmentation can be an infinitely durable fix.
However, we also reject a strand of thinking that is only willing to consider permanent solu-
tions. In the future, we will likely know more, be wiser, and have had at least some surprises
22An important concern here is: but once the powerful AI gets even cheaper, won’t incumbents with deeper pockets
be able to afford more expensive super-powerful AIs that steamroll those with merely powerful AIs? This depends
fundamentally on whether returns to intelligence are increasing or decreasing. It’s clear that sometimes returns
tomore intelligence are very high and increasing—perhaps at some critical intervals in the evolutionary path lead-
ing to humans (though likely not in the past ~30k years or so, during which the larger-brained Neanderthals went
extinct and H. sapiens brain sizes seem to have slightly declined), and in many competitive domains that involve
race-like or winner-take-all dynamics (such as getting to a scientific discovery first, or quantitative finance). Other
times, however, there are clear limits to the ability of further intelligence to bring massively greater returns, such
aswhen it’s critical to possess somepiece of information or affect somephysical process, or when a system is highly
chaotic. We are not aware of a general argument in favor of either diminishing or increasing returns to intelligence
being the fundamental or important condition.

https://www.primeintellect.ai/blog/intellect-2
https://x.com/Basti/status/1907503767760810227
https://epoch.ai/data-insights/llm-inference-price-trends
https://techcrunch.com/2025/03/05/openai-reportedly-plans-to-charge-up-to-20000-a-month-for-specialized-ai-agents/
https://en.wikipedia.org/wiki/Lyapunov_exponent
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thrown at us by the course of events and the tech tree. We might also have incredibly intelli-
gent AIs at our disposal too. If we get to that future with a flourishing democratic society, that
is a good first step.

Apart from its finiteness, another potential issue with technology for human augmentation is
that it might further raise the returns to human talent and the talent bar to compete in the
economy. One of the places where joint human-AI systems are most likely to be most helpful
is at the very frontier, where AI capabilities are still patchy. We expect AI making everything
easier will increase the number of people who can reach the frontier, but it will also result in
outcome distributions with even fatter tails than today.23 If even a small fraction of humans
are economically relevant, states and companies are still incentivized to invest in humans
to cultivate outlier talents. However, greater income inequality is one force that will push for
power concentration. Redistributionwill becomemore important, aswill developing a culture
of noblesse oblige.

6.2.3 Long-term: decentralization&user-alignment keeps humans in the
loop

Having had an extended period of human-AI symbiosis and human involvement in the econ-
omy even as AI advanceswill hopefully have helped awide set of actors gain AI-derivedwealth
and create and own parts of the AI economy. This will mean more decentralization and less
power concentration. Itwillmean thatmorehumanshaveowned rather thanborrowedpower.

Strong democratic institutions, which we discuss in the next section, will be increasingly im-
portant in this world. However, there is one technology that might be key too:

Alignment to the user. Most alignment work prioritizes aligning to some generic concept
of human values (or—and this is much more likely to happen by default—a corporate state-
ment or political compromise). It assumes that instruction-following on behalf of the mod-
els is all the per-user specialization needed. However, we expect that for models to success-
fully act on users’ behalf in most functions of the economy and the world will require their
high-granularity, detailed alignment to each individual user. This could create an economy
of agents, each of which is directly tied to one person. The agents’ activities earn that person
income and rely on the user’s judgment, taste, and tacit knowledge, keeping them involved in
the creation of value. The state would tax the income of the person rather than the activities
of the agent.24

23An alternative is that AI races ahead in intelligence but we get a severely robotics-bottlenecked economy, resulting
in almost all white-collar jobs disappearing while blue-collar jobs remain for a few more years. This is likely to
be equalizing for the wage distribution, but might be destabilizing for soceity at large, especially if you buy Peter
Turchin’s model of social instability being driven by elite overproduction.

24For more on this concept, see our prior work.

https://en.wikipedia.org/wiki/Noblesse_oblige
https://samoburja.com/borrowed-versus-owned-power/
https://en.wikipedia.org/wiki/Elite_overproduction
https://lukedrago.substack.com/p/the-use-of-knowledge-in-agi-society
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6.2.4 Policies for diffusion

Upskilling humans in the areaswhichwill bottleneck theAI economy. AI systems are likely
to have uneven capability profiles compared to humans, excelling in tasks with easy verifica-
tion, low time horizons, and a lack of interfacing with the physical world. Naturally, these will
create bottlenecks which humans will be able to fill to stay relevant in the economy. There is
a race between human upskilling and retraining on one hand, and AI labs smoothing over the
jagged performance frontier on the other.25

• AI tutors for job changes. We expect that the changes to the economy will come at
historically unprecedented speeds, and require faster upskilling than in the past.

• Finding good techniques for AI oversight and training humans in them.

• Educational experiments, like new types of schools and educational programs. The
current education system, which focuses on short-horizon, easily-gradable tasks,
teaches exactly what AI automates.

• Better forecasting of AI capabilities and their bottlenecks. We need better forecasts
and understanding of what the economy will need and is bottlenecked on.

Policymakers shouldbanAI systems fromowninganyassets, serving as aC-Suitemember of
a company, servicing on a board of directors, or owning shares. This sounds silly now, but it’s
important to enshrine a principle that humans own the top of the funnel now before systems
are good enough for companies to try to delegate these roles.

6.3 Democratize

Third, we shoulddemocratize, bymaking institutionsmore anchored to the desires of the hu-
mans they are supposed to serve. To complement the alignment of humancapabilitieswith in-
stitutional needs that decentralization achieves, we should also develop technology that helps
align institutions with humans.

This is important because the intelligence curseweakens institutional incentives to care about
humans. Whilewe’re hopeful that the diffusion steps outlined abovewill solve a large chunk of
the intelligence curse, strengthening institutions is an important complement to that. It will
also become increasingly important as AI capabilities grow and human economic relevance
declines.

Moreover, AI will also help centralize power,making top-down controlmore plausible through

25Note also that humans being extremely good, effective, and cheap at some tasks reduces the incentive for AI compa-
nies to get good at those tasks; ideally, we get differential human and AI specialization that results in a long period
of human-AI symbiosis, rather than taking the fastest shortcut to human substitution. See J. C. R. Licklider’s 1960
essayMan-Computer Symbiosis for an old example of this vision.

https://alpha.school/
https://www.arena.education/
https://groups.csail.mit.edu/medg/people/psz/Licklider.html


6. Breaking the Intelligence Curse 56

the automation of effective decision-making, surveillance, and enforcement. The more pow-
erful institutions become, the more carefully we need to design and align them.

Finally, to keep humans economically relevant, we’ll need to pass policies that move AI ben-
efits towards regular people relative to the default. If a country’s leaders are easy to corrupt
or if gridlock prevents actions, that country will struggle to adapt to this. But if a country is a
stable, effective democracy, it can override capital incentives and niche interest groups, pro-
viding voters a way to prioritize their own goals over those of their elites.

There is not one single innovation that solves all these problems. However, we will list some
technologies that help build stronger, more democratic institutions.

6.3.1 Democratizing technologies

Representation.

• Digital advocates (proposed by Kulveit & Douglas et al) that allow policymakers to
assess the values and opinions of a given population. Models aligned to individual users
in detail, as discussed in the diffusion section, naturally enable digital advocates.

• Large-scale feedback collection that allows policymakers to get more fine-grained
and qualitative data about citizens’ preferences than current simple numerical opinion
polling does. The AI Objectives Institute’s Talk to the City project is an early example.
Imagine a politician who can sit down with an AI, and, on any question, get a level of
understanding about voters’ preferences and conditions that was as if Tocqueville had
spent a year travelling among the voters and then writing up an analysis.

Verification & trust.26

• Human verification is a useful primitive for many things, including gatekeeping
services from online forums to company registration to humans, and distributing
government benefits to citizens amid the sea of impersonation and fraud that AI will
make cheap. For example, anonymized biometric verification tokens (like the World
Network, formerly Worldcoin), aim to prove someone’s humanity without passing on
their biometrics.

• AI systems as trusted third-party auditors. It is difficult to trust a human auditor with
sensitive information, and human auditors are expensive. AI auditors could have super-
human speed, cheapness, and reliability, and we might be able to have both verifiable
privacy of the information they audit as well as of the auditor’s integrity. Imagine for
example being able to verifiably run a specific auditing program (in the simple case, an
LLM prompt) against verifiably private information. This could help with anything from

26See Richard Ngo’s talk on the topic too, which covers related ground.

https://gradual-disempowerment.ai/
https://ai.objectives.institute/talk-to-the-city
https://en.wikipedia.org/wiki/World_(blockchain)
https://en.wikipedia.org/wiki/World_(blockchain)
https://x.com/RichardMCNgo/status/1875310288955961794
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governments giving assurances to citizens, to companies coordinating with each other,
to the verification of international arms-control treaties.

• AI systems as trusted third-party advisers. An issue with human advisers is that
their perspective is often (correctly) seen as biased or self-serving. With LLMs, we have
something like a “point-of-view from nowhere”—an intelligence trained on the collected
texts of humanity, without a personal agenda. “ChatGPT said so” is already sometimes
used as a proxy for a fair-minded arbiter.

• AI-powered tracking of government activities. AI could democratize the ability to have
intelligence agency -level analysis and insight into a chosen actor. While this posesmany
privacy risks to individuals, society could use this to track government actions and un-
cover corruption. For example, imagine a platform on which AIs automaticaly collate
information about which companies have lobbied for a bill, and what changes they’re
likely pushing for.

Coordination.

• Contract negotiation is time-consuming, especially when the matter is complex and
there aremultiple parties involved. AI could help parties that previously would’ve found
it too time-consuming and expensive to coordinate to negotiate a contract.

• AutomatedAI-basedenforcement of contracts couldbeused—thoughtfully—tohelp ac-
tors commit to actions. Simple examples include bets resolving automatically based on
AI judgements, or payments to a contractor triggering automatically on the satisfactory
delivery of work.

The information environment is critical for a functional democracy, for sane decision-
making anywhere in society, and for a strong, effective culture.

• Distributed fact-checking systems like X’s Community Notes at scale.

• “Internet gloves” where users can use AIs to pull information from platforms in selec-
tive, non-addictive ways, without being sucked into the platform.

6.3.2 Democratizing policies

Alongside this, policymakers should take immediate action to strengthen democracies.
Weak democracies will crumble under the weight of AGI. This would include:

• Passing campaign finance reform
• Reforming anti-corruption laws
• Strengthen bureaucratic competence while reducing bloat
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Governments shouldmake courts and legislatures faster. Coordination around legislatures
and the processing times of court cases might be glacial compared to the speed of either AI
advances, or to the speed at which an AI-enabled executive can act.. This creates a threat that
the executive branch can become effectively the sole and unchecked arbiter.

Governments should preemptively prepare for a world where lots of regular people don’t
provide immediate economic value, even if that nevermaterializes or if some people still do.
If this comes to pass, they should be ready to implement a myriad of measures to distribute
AI’s economic benefits to the disenfranchised. This could be a sovereign wealth fund with
public ownership stakes in highly automated companies, with requirements to distribute a
set percentage directly to citizens. It could also look like constitutional requirements that gov-
ernments meet basic needs. Both moves could stimulate a human economy, preventing the
shuttering of consumer-facing industries while simultaneously enabling people to use this
wealth to launch ventures of their own.

You now have a roadmap to break the intelligence curse. What will you do with it?



7 History is Yours toWrite

The government, the economists, your colleagues, and your neighbors are not giving mass
automation and its potential implications their attention. The world’s most well-resourced
companies are burning hundreds of billions of dollars trying to build AGI. If successful, they
might unlock unprecedented abundance—a good thing. However, the current plan forAGI also
takes away everyone’s main lever of power: their ability to create value in the world.

Howwouldpeople fare in suchaworld? Youcould trust thepoliticiansandCEOs—andAIs—that
end up in power. Maybe they’ll be benevolent. But neither history nor incentives look kindly
on the stability of this arrangement. The best world is one where people are not subjects, but
players.

Wishful thinking dominates, motivated by amix of denial and self-importance. Many of those
who see this coming expect that they personally will be fine. Perhaps they have high-paying
jobs at AI labs, or think that they have the uniquely human job that AIs can’t take.
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Others are ignoring theAI capabilities in front of them,writingmanifestos aboutwhat AIs can-
not do followed shortly thereafter by proof that they can. Rather than changing their beliefs,
they ignore the evidence.

But amonga thirdgroup—thosewhocansee thewaveandknow itwill subsume them—unbounded
optimism has replaced critical thinking.

In a recent conversation, we raised the concept of the intelligence curse. We hadn’t fleshed it
all out yet, but their response convinced us that we needed to. This person, a well-connected
person in the AI space, agreed technological displacementwas themost likely outcome of AGI,
but believed that it would default to utopia.

“We won’t need jobs – we’ll be free to self-actualize. We’ll pursue meaningful goals and write
poetry.”

You do not get to utopian poetry writing by having faith that someone else will figure it out.
You are not praying to God, you are praying to menmore ignorant than you.

Instead of turning to others for answers, take action yourself:

• If you are in governments, you should be forecastingAI capabilities and thinking through
solutions to the intelligence curse.

• If you’re at a think tank, start turning out policies designed to get us ready for a post-AGI
world.

• If you’re at an AI lab, critically examine your organizations’ incentives and help build
better internal governance structures to overcome them.

• If you are young, get ambitious. The traditional prestige paths are closing anyways. Start
companies trying to design tech thatwill keephumans economically relevant and spread
abundance.

• If you’re a VC, fund projects and products that will keep humans in charge.

The direction of civilization is not fixed. History is yours to write. Get to work.
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